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1. INTRODUCTION

Surfaces and interfaces have played a critical role in many developments in technologically important research areas like semiconductor devices, corrosion, lubrication, heterogeneous catalysis, gas sensors, spintronics etc. [1-5]. Moreover most of the biochemical reactions that sustain life occur at biological surfaces and interfaces [6-8]. The performance of most semiconductor devices depends on the electronic properties of the semiconductor at the surface or interface [9, 10]. The chemistry of surfaces defines catalytic reactions. Vacuum surface science studies have played a central role in understanding the complex interactions that occur during molecule adsorption and reactions. This contribution of over 30 years of surface science to elucidate heterogeneous catalysis was recently acknowledged by awarding the Nobel Prize for Chemistry to Gerhard Ertl one of the preeminent researchers in this field [11-14]. Chemical solid state sensors obtain their sensitivity from the adsorption properties of gases and the changes this adsorption induces in the physical properties of the material. A common sensing material is, for example, ZnO, one of the materials studied in this work. The surface adsorption of molecules influences the bulk conductivity by charge transfer from the $n$-type semiconducting ZnO to the adsorbate. This change in electrical conductivity is exploited as the gas sensing signal and monitoring its changes can for example detect reducing or oxidizing gases. A typical application is the detection of poisonous and odorless CO [15, 16]. In the realization of spintronics, the injection of
spin-polarized electrons across ferromagnet-semiconductors interfaces is a major challenge and the interface properties play an important role [17, 18]. Discovery of magnetism in graphene has opened up possibilities for spintronics applications [19]. Therefore understanding and controlling surface and interface properties have large impact for diverse applications.

Research in surface and interface science is highly interdisciplinary, including the fields of physics, chemistry, material science, chemical engineering, bio-physics, geophysics and more. Various advanced surface science experimental techniques have helped us increase our understanding of material surfaces and interfaces, and also our ability to control and tune the surface and interfacial characteristics for specific applications. Current surface science research focuses on atomic level studies of the structure (atomic and electronic), reactivity, dynamics, and magnetism at the surfaces and interfaces of different systems (like metals, oxides, polymers, biological molecules, liquids etc.). We focused on studying the surface and interface properties of oxides (i.e. ZnO) and graphene nickel interfaces.

Zinc oxide (ZnO) has received considerable attention because of its unique optical, semiconducting, and piezoelectric properties. It is used in numerous applications like, as transparent conducting electrode in solar cells, light emitting diodes and flat panel displays, as catalyst in methanol synthesis, as photocatalyst for hydrogen production from water, as chemical and biological sensors, etc [20-22]. ZnO has seen some intensive research in the past and still continues to maintain its interest with researchers due to the
ability to tune its electronic and optical properties by doping, alloying, heterostructures and nanostructures (quantum wells, nanorods etc)[23, 24].

Our research on ZnO was focused on studying the electronic properties of the ZnO/ZnS interface (both wide band semiconductors), using photoemission spectroscopy. Both ZnO and ZnS are photocatalytically active materials, however, their wide band gap limits their photoactivity to the UV-range of the spectrum. For solar light applications photoactivity in the visible range of the spectrum needs to be achieved. Our goal was to investigate if hybrid-materials consisting of two wide-band gap materials, such as ZnO and ZnS, could achieve visible light activity at the interfaces of these two materials. We were able to demonstrate that the surface band gap at the interface is, indeed decreased by 1 eV. This decrease demonstrates the potential of using wide band gap materials to engineer hybrid materials with potential visible light activity for specific interface structures [25]. Additionally to the applied studies we also investigate the stabilization mechanisms of the two polar surfaces of ZnO by soft x-ray photoemission spectroscopy. The stability of polar surfaces is a fundamental problem in surface science of ionic materials. For ZnO the apparent stability of 1x1 surfaces, i.e. surfaces that do not exhibit a higher periodic surface reconstruction, has been a mystery for a long time. For decades surface scientists were puzzled how the polar surfaces of ZnO could exist in this apparent bulk truncation, which is an inherently unstable configuration due to a diverging Madelung energy. Many different theories have been developed to explain how this surface may be stabilized. Our studies contribute to finally solving this mystery. Using soft x-ray and UV photoemission the surface electronic structure and composition could be identified. For the O-terminated side we observed charge transfer resulting in a surface
band bending for a clean surface at elevated temperatures while at room temperature the surface was always stabilized by hydrogen adsorption [26].

Graphene has shown promising electronic properties as a future material for device applications beyond the current technology based on silicon microelectronics. To fabricate graphene based devices, it is necessary to integrate various material components with different electronic properties such as metals, insulators, and semiconductors (both organic and inorganic). Fundamental properties of such components in graphene-based devices can be studied by investigating MG/M, MG/M1/M2 and Ad/MG/M interfaces (MG, M and Ad stands for monolayer of graphene, metal and adsorbate respectively).

Our goal is to study the morphology, chemical and electronic properties of such graphene interfaces using surface science experimental techniques like scanning tunneling microscopy (STM), temperature programmed desorption (TPD) and photoemission spectroscopy. In particular we have focused on the growth and interface formation between graphene and Ni surfaces. Graphene growth on planar Ni-catalysts has been known in the surface science community for decades. With the recent excitement in graphene these growth phenomena have experienced a huge burst of interest. In our research we showed for the first time that graphene can grow on Ni in two different growth modes. It either grows as an atomic sheet on top of the Ni-surface plane, which has been assumed to be the dominant growth mechanism, or it can grow by converting a surface confined Ni$_2$C phase into graphene. In both cases carbon is provided by segregation from the bulk. In the latter growth mode a one dimensional line interface is formed between the nickel carbide and the graphene which is a unique characteristics for
graphene growth on Ni. In further studies we found new ways of patterning graphene if supported on Ni and also demonstrated new one-dimensional carbon structures that are formed as extended defects in graphene sheets if grown on Ni(111) substrates [27, 28]. In this case the Ni(111) surface acts as an atomic-template to translate the graphene sheets by an appropriate vector to position carbon atoms with atomic precision to form new structures.

The thesis is organized as follows:

In Chapter 2 we describe some basic surface science background and experimental methods and techniques central to the remainder of this thesis. The first two sections of this chapter will provide conceptual introduction to polar surfaces, adsorption and adsorbate induced change in electronic properties of semiconductors. In the third section different experimental techniques used to study surface and interface properties are discussed. In the fourth section we briefly describe one ultra high vacuum chamber where some of the experiments were conducted. Finally, sample preparation methods are described.

Chapter 3 is organized in three sections: introduction, results & discussion and conclusion. In the introduction section we briefly discuss some properties of bulk ZnO, focus on the surface properties of ZnO and the stabilization mechanisms of ZnO polar surfaces. In the result and discussion section we discuss our experimental results on ZnO. This is subdivided in two parts: (a) Stabilization of clean ZnO polar surfaces- here we discuss the surface effects in the core-level photoemission spectra of ZnO and use this information to understand the stabilization mechanism of the polar surfaces of ZnO; (b)
functionalization of ZnO with a monolayer of ZnS—here we discuss the interface electronic properties between ZnS/ZnO (model system for coupled semiconductor photocatalysts) and demonstrate that combination of ZnO and ZnS, two wide band gap photocatalysts can yield a material with lower photoexcitation threshold than the individual components. In the final section we discuss the conclusion of our results.

Chapter 4 is organized in five sections. The first section gives a brief introduction to the properties of graphene and methods for its fabrication. The second one gives an introduction to graphene on transition metal substrates. The third section discusses carbon phases on Ni surfaces, especially the Ni(111) substrate. The fourth section presents my results and discussion of my graphene research on nickel-graphene interfaces. This section is further subdivided in four subsections: (a) Growth and stability of graphene on Ni(111) surfaces; (b) growth of graphene from surface carbide using STM; (c) Growth and stability of Ni clusters deposited on graphene/Ni(111) substrate; (d) One dimensional extended defect in graphene/Ni(111) substrate. In the final section we discuss the conclusions.

Chapter 5 provides the summary of results and also presents future research possibilities.

1.1 References


2. CONCEPTS

In this chapter, we describe some basic surface science background and experimental methods and techniques central to the remainder of this thesis. The first two sections of this chapter will provide conceptual introduction to polar surfaces, adsorption and adsorbate induced change in electronic properties of semiconductors. In the third section different experimental techniques used to study surface and interface properties are discussed. In the fourth section we briefly describe one ultra high vacuum chamber where some of the experiments were conducted. Finally, sample preparation methods are described.

2.1 Polar surfaces

Ionic solids consist of cations and anions that are held together by the electrostatic interaction between the opposite charges. The surfaces of ionic crystals determine many important properties such as mechanical strength, sintering and shape [1]. The surfaces of ionic crystals can be classified into three different types on the basis of simple electrostatic criterion according to Tasker [1-3]. The stability of a surface depends on the characteristics of the charge distribution in the structural unit which repeats itself in the direction perpendicular to the surface (see Figure 2.1). Type 1 surfaces are those surfaces where each layer is electrically neutral (i.e. contain equal number of anions and cations) and therefore has a zero dipole moment (Q=0, μ=0). For Type 2 surfaces each layer is not
neutral but the anions and cations are stacked in such a way that the repeat unit has zero total dipole moment ($Q \neq 0, \mu = 0$). *Type 3* surfacets of charged layers stacked in such a fashion that the repeat unit exhibits a dipole moment ($Q \neq 0, \mu \neq 0$). Type 3 surfaces are called polar surfaces. Polar oxide terminations are found in many crystallographic structures like rock-salt, spinel, inverse spinel, wurtzite and perovskite [4, 5]. Polar surfaces of compound semiconductors have been extensively studied in the past like zinc blende, zinc oxide etc. [6, 7].

![Figure 2.1: Classification of insulating surfaces according to Tasker[1]. $Q$ and $\mu$ are the layer charge density and the dipole moment in the repeat unit perpendicular to the surface respectively. Black and grey circles represent anion and cation respectively.](image)

The simplest representation of a crystalline compound cut along a polar direction is given in Figure 2.2(a). Two inequivalent atomic layers of opposite charge densities $\pm \sigma$ alternate along the normal to the surface, with interlayer spacings $R_1$ and $R_2$ [4]. Each repeat unit has a dipole moment $\mu = \sigma R_1$, and, as a result, the electrostatic potential increases monotonically across the system by an amount $\Delta V = 4\pi \sigma R_1$ per double layer. The total dipole moment of $N$ bilayers is $\mu = N\sigma R_1$, and the electrostatic energy is then
given as \( E = 2\pi NR_1\sigma \). The total electrostatic energy is thus proportional to the sample thickness and when \( N \to \infty \) it diverges, creating surface instability.

\[ \text{Figure 2.2: Spatial variation of electrostatic field (E) and electrostatic potential (V) in a sample cut along the polar direction (a) When the atomic planes have the opposite charge densities +/- } \sigma \text{ the electrostatic potential increases monotonically (b) When the charge density on the outer planes are modified by } \sigma' = \sigma(R_2/R_1+R_2) \text{ the electrostatic potential does not increase with sample thickness but oscillates around a non zero value. Figure is taken from Ref[2].} \]

This electrostatic instability can be removed by cancelling the dipole moment by the introduction of compensating charges in the outer planes as shown in Figure 2.2(b). If the charge density in the outer planes are modified to \( \sigma' = \sigma R_2/(R_1 + R_2) \) then the total dipole moment is \( \mu = \sigma R_1 R_2/(R_1 + R_2) \), is no longer proportional to the slab thickness. Therefore divergence of the electrostatic potential is suppressed as it is no longer proportional to the slab thickness. Thus a polar surface is stabilized by compensating
charges present in the outermost layers [4, 5, 8]. This suggests that either the charges or the stoichiometry in the surface layers are modified with respect to a bulk truncation. There are three scenarios that may provide the necessary surface charges to compensate for the diverging electrostatic potential of polar surfaces: (i) Surface reconstruction that alter the surface composition, (ii) adsorption of impurity atoms that carry a net charge such as hydrogen (protons) or (iii) change in electronic structure that induce surface states [4, 5, 9].

Figure 2.3: Top view of the ZnO(0001)-Zn surface showing triangular pits (p) and islands (i). The step edges exhibit three-fold coordinated oxygen atoms compared to the fourfold coordination on the terraces. The cross section indicated in (a) is shown in (b).

For example ZnO which crystallizes in hexagonal wurtzite structure has two polar surfaces; the Zn-terminated ZnO(0001) and O- terminated ZnO(0001) surface. According to electrostatic arguments ¼ of the surface charge needs to be compensated to stabilize the two polar surfaces of ZnO. This can be achieved by several mechanisms [10-13]. Firstly, surface states may be created by transfer of negative charges from the O-
terminated side to Zn-terminated side without any rearrangement of the ions. This mechanism is also referred as ‘metallization of the polar surfaces’. Secondly, adsorbed impurities may change the oxidation state of the ions. Thirdly charge compensation can be achieved by the removal of surface ions which changes the surface stoichiometry inducing surface reconstructions [11]. For the ZnO(0001)-Zn surface the probable stabilization of the clean surface in ultrahigh vacuum is by removal of 1/4 ML of Zn atoms from the surface in a nonperiodic manner. This is achieved by formation of high density of triangular shaped pits and ad islands that exhibit step edges that are O-terminated (see Figure 2.3). For the ZnO(000\bar{1})-O surface the stabilization mechanism is not fully explained yet and all of the above mentioned stabilization mechanisms have been invoked in the past [14, 15]. In Chapter 3, we discuss soft x-ray photoemission studies to investigate the stabilization mechanism of polar surfaces of ZnO.

2.2 Adsorption

Adsorption of atoms or molecules from their vapor phase to a solid surface occurs when there is attractive interaction between them at short distance from the surface. Depending on the magnitude and origin of these attractive forces and the extent of perturbation of the electronic structures of the adsorbate and the surface, adsorption is broadly classified into two types: physisorption and chemisorption[16].

The attractive forces in physisorption originate from correlated charge fluctuations that develop when an atom or a molecule is brought very close to a solid surface [17]. These attractive forces are van der waals forces. The physisorption of molecules or atoms on a solid surface is characterized by largely unperturbed electronic
structures of both the adsorbate and the solid. Adsorption of noble gas atoms on metal surfaces is a typical example of physisorption [18]. In chemisorption the attractive forces arise from the overlap of adsorbate and surface wave functions or charge transfer. Depending on the extent of the electron transfer, the chemisorptive bond can be ionic or covalent. An ionic bond is characterized by a complete charge transfer between the adsorbate and substrate while a covalent bond is characterized by the sharing of electrons between adsorbate and surfaces. This modifies their electronic structures. The rupture of intramolecular adsorbate bonds and the formation of new surface bonds during chemisorption are important steps in heterogeneous catalysis [17, 19, 20].
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**Figure 2.4**: Potential energy diagram of physisorption and chemisorption process (\( Z_0 \) is the equilibrium distance from the surface and \( E_{ads} \) is the adsorption energy)

The physisorption potentials are characterized by a low binding energy \( E_{ads} \), about 10 to 100 meV, and by a relatively large equilibrium separation \( z_0 \), of about 3–10 Å, from the surface [17]. Physisorbed particles are therefore located at relatively large distances
from the surface and are therefore highly mobile in the plane parallel to the surface. A qualitative description of the chemisorption potential is similar to the physisorption potential (see Figure 2.4). However, the equilibrium distance, \(z_0\), is much smaller when compared to those of physisorption and typically has values 1–3 Å. Also, chemisorption results in stronger bonding with typical binding energies, \(E_{ads}\) of about 1 eV.

2.3. Adsorbate induced changes in electronic properties of semiconductors

Adsorbates can modify both the surface atomic structure and electronic structure. Adsorbates can induce reconstruction of surfaces in different ways [21]. Adsorbates can either produce new reconstructions that were not present on the clean surface or remove reconstruction by producing more bulk like structure. The energy needed for reconstructions is comparable to the bond energies of adsorbate and substrate. Therefore chemisorption can produce surface reconstructions. Chemisorption on semiconductors also induces surface states and surface dipoles, modifying the surface density of states and position of the Fermi level at the surface [22]. Consequently, it affects the electronic properties of semiconductor surfaces such as work function and surface conductivity.

2.3.1 Adsorbate induced work function change

The work function is the minimum amount of energy required to remove an electron from the surface of a condensed phase to a point at infinity. Work function in semiconductors can be described as the contribution from three terms: the electron affinity (\(\chi\)), band bending (eV\(_s\)) and the difference between the Fermi level and the conduction band minimum in the bulk (\(E_C-E_F\)) (see Figure 2.5).
\[ \Phi = eV_s + \chi + (E_C - E_F) \]  \hspace{1cm} (1)

As the electron has to move through the surface region, its energy is influenced by the characteristics of the surface charge layer. Hence, the work function is an extremely sensitive indicator of surface condition and is affected by adsorbed molecules, surface reconstruction, surface charging, surface and bulk contamination, surface orientation in single crystals etc. The change in work function is given by

\[ \Delta \Phi = e \Delta V_s + \Delta \Phi_{dip} + \Delta (E_C - E_F)_{bulk} \]  \hspace{1cm} (2)

In the case of weak interactions (physisorption) polarization of the adsorbed atoms may change \( \Phi_{dip} \); in case of stronger interactions electron transfer between substrate and adsorbate may induce a dipole layer. This dipole layer together with

**Figure 2.5**: Energy diagram of an n type semiconductor. \( \phi \) is the work Function, electron affinity \( \chi \), ionization energy \( I \), band bending \( eV_s \), the conduction band minimum \( E_C \), \( E_F \) is the Fermi Energy, \( E_V \) is the valence band maximum and \( E_G \) is the band gap.
inherent dipole moments of adsorbed molecules will constitute $\Phi_{dip}$ in chemisorbed systems. Rarely, the bulk term ($E_C - E_F$) is influenced. The quantity ($E_C - E_F$) is a characteristic property of the bulk, and is therefore only changed by molecules diffused into the bulk. Since there is no change in doping for our samples the change in work function ($\Phi$) thus includes contribution only from band bending ($eV_s$) and change in the dipole moment ($\Phi_{Dip}$) given as

$$\Delta \Phi = e\Delta V_s + \Delta \Phi_{Dip}$$

The contributions from band bending can be determined separately by X-ray photoelectron spectroscopy (XPS) and thus by measuring the change in the work function by e.g. determining the cut-off energy of the secondary electron background in ultraviolet photoelectron spectroscopy (UPS) measurements, enables to determine all contributions to the change in the work function.

### 2.4 Surface and interface characterization techniques

To completely characterize a surface we need to study the structural, electronic and chemical property of the surface. No single technique can provide all this information; so many different types of techniques are used to analyze surfaces and interfaces. Here we describe some of the characterization techniques used in this work, including Scanning Tunneling Microscopy (STM), X-ray photoelectron spectroscopy (XPS), Auger Electron Spectroscopy (AES), Low Energy Electron Diffraction (LEED) and Temperature Programmed Desorption (TPD).
2.4.1 Scanning probe microscopy

Scanning probe microscopies (SPM) such as scanning tunneling microscopy (STM) and atomic force microscopy (AFM) are extremely useful techniques, providing direct observation of local surface structure at the atomic scale (1 Å) and characterization of surface morphology at larger length scales. In SPM techniques, an atomically sharp probe is used to monitor a probe-surface interaction which is strongly distance-dependent. Tunneling current in STM (decays exponentially with distance from the surface); Van der Waals interactions in AFM (exhibits a power-law decay). Atomic force microscopy can be used in various environments (air, liquid, vacuum) and characterize different types of materials such as metal, semiconductors, soft biological samples, conductive and non-conductive samples.

Figure 2.6: Schematic diagram of scanning tunneling microscope
2.4.1.1 Scanning tunneling microscopy

The invention of STM by G. Binning and H. Rohrer started a revolution in the field of microscopy, where one has for the first time an opportunity to observe the physical and chemical process at an atomic/molecular scale [23]. They were awarded the Nobel Prize for their invention in 1986. The basic working principle of STM is illustrated in Figure 2.6.

A sharp metallic tip usually made from a W or Pt-Ir wire is brought in close vicinity (0.1-1 nm) to a conducting sample [24]. If a small voltage is applied between the sample and the tip, the electrons (quantum mechanically) tunnel through the gap and thus an electrical current can be measured. The direction of the tunneling current is defined by the polarity of the applied voltage. The tunneling current is then amplified by the current amplifier, which is compared with a reference value and a corresponding voltage is fed to the z-piezo. The position of the tip in three dimensions is accurately controlled by the piezoelectric tube scanner, which selects the directions and elongations of scan according to the potential applied to corresponding electrodes. The feedback system constantly adjusts the tip-sample distance in real time, so that when the tip is moved to a point (x, y) over the sample, the signal \( V_z(x, y) \) fed to the piezo scanner is proportional to the local movement of the sample surface from the ideal plane \( x, y \ (z = 0) \). This makes possible to use the values \( V_z(x, y) \) to map the surface topography. This is continued in the x and y axes and produces finally the STM image. This type of imaging is called a “constant current mode”, where the reference value of the current is kept constant throughout the experiment and produces the topography of the surface. There is another mode of
operation called “constant height mode”. In this case the tip height is kept constant throughout the measurement and only the variation in the current over the x, y plane is measured. Advantage of this mode over the constant current mode is the stability of the tip but it also has the disadvantage of a risk of tip crash at irregular surfaces or due to thermal drift etc. This makes the constant height mode not practical in most STM set-ups and is mainly of ‘hypothetical’ value.

![Figure 2.7](image)

**Figure 2.7**: Schematic diagram of electron tunneling through a rectangular barrier: \( V_0 \) is the height of the potential barrier, \( E \) is the energy of the incident electron, \( d \) is the thickness of the barrier. In STM the barrier height \( V_0 \) is equal to average of the work function of the sample and the tip, the barrier thickness \( d \) is the distance between tip and sample.

The physical basis of STM is quantum mechanical electron tunneling. The probability of electrons tunneling from a sample into the tip across vacuum (barrier) is given by quantum mechanics. In classical physics an electron cannot penetrate into or across a potential barrier if its energy \( E \) is smaller than the potential \( \Phi \) within the barrier. Conversely in quantum mechanics such a particle has a nonzero probability of passing through this potential (see Figure 2.7). When this model is used to describe the STM tunnel junction, the barrier height is of the order of the work function and the barrier
width corresponds to the tip-sample distance in vacuum. So we can write the electron wave function in the vacuum (barrier) as

$$\Psi(x) = \Psi(0)\exp(-\kappa x) \quad \text{where} \quad \kappa = \sqrt{2m(V_0 - E)/\hbar^2} \quad \text{(4)}$$

The height of the barrier can roughly be approximated by the average work-function of sample and tip, $$V_o = \frac{1}{2}(\Phi_S + \Phi_T) = \Phi$$. If the bias voltage is much smaller than the work-function, the decay length for all tunneling electrons can be approximated as

$$\kappa \approx \sqrt{2m\Phi/\hbar^2} \quad \text{. The probability of finding the electron at distance } \text{d} \text{ is proportional to}$$

$$P \propto |\Psi(d)|^2 = |\Psi(0)|^2 \exp(-2\kappa d) \quad \text{(5)}$$

which is very similar to the transmission probability calculated for a rectangular barrier. Thus the probability density of a tunneling particle is exponentially dependent on the width of the barrier.

The tunneling current is then given by

$$I \propto \sum_{E_f - eV} \psi(0)^2 \exp(-2\kappa d) \quad \text{(6)}$$

where $$E_F$$ is the Fermi energy at the Fermi level.

Therefore resulting tunneling current is also exponentially dependent on the width of the barrier. As the barrier width decreases the probability density on the opposite side of it, and therefore the current through it, increases exponentially. Work functions are typically in the range of 4 to 5 eV. From Equation (6), this would indicate that $$\kappa \sim 1 \, \text{Å}^{-1}$$. We see that if $$d$$ increases by just 1 Å, the tunneling current decreases by approximately
(1/e²) or by almost an order of magnitude. Thus the tunneling current is an extremely sensitive measure of the distance between the tip and sample.

**Figure 2.8**: The universal curve showing the inelastic mean free path (in Å) of electrons as a function of their kinetic energy. Figure is taken from Ref[27].

### 2.4.2 Auger electron spectroscopy

Auger Electron Spectroscopy (*Auger spectroscopy* or AES) is used to identify elemental compositions of surfaces by measuring the kinetic energy of Auger electrons. The Auger effect was discovered by Pierre Auger in 1925 while working with X rays and using a Wilson cloud chamber but it was actually developed in the late 1960's, when ultra high vacuum technology was available [25, 26]. The surface sensitivity of AES is due to the low energy of these electrons (E ≤1000 eV). Electrons in this energy range interact with solid matter very strongly; as a result, their inelastic mean free paths within the solid are only a few atomic layers. Figure 2.8 shows the change in inelastic mean free path \( \lambda \) (mean distance between successive inelastic collision) of electrons as a function of their
kinetic energy [27-29]. The solid line describes the theoretical values. The minimum value of $\lambda$ is around 5 Å when the kinetic energy of the electron is about 50-70 eV. Therefore AES is a suitable technique for surface analysis. It cannot detect hydrogen or helium, but is sensitive to all other elements, being most sensitive to the low atomic number elements.

\[ \text{Figure 2.9: (a) Schematic diagram showing KLL transition (KL}_1\text{L}_{2,3} \text{ and KL}_{2,3}\text{L}_1) \] (b) Auger spectra of Ni LMM transition.

An Auger process is a three step process: (i) atomic ionization by removal of a core electron (ii) relaxation (iii) Auger electron emission. In the example shown in Figure 2.9(a), a hole is created on the K level in the initial ionization step. The hole can be produced by an electron beam (or x-rays) with primary energy greater than the binding energy of the electron in the shell. In practice, typical primary energies of 3 keV are used. The ionized atom is in a highly excited state and rapidly relaxes back to a lower energy state by filling the hole with an electron from an outer level, as L$_1$ in Figure 2.9(a). The energy released in this process ($E_K - E_{L1}$) is simultaneously transferred to a second electron. Fraction of this energy is used to overcome the binding energy of this second
electron, while the rest is transformed into kinetic energy of the emitted Auger electron. In the Auger process, the final state is a doubly-ionized atom with core holes in the L\(_1\) and L\(_{2,3}\) shells (see Figure 2.9(a)). An AES transition is written as ABC, where A indicates the initial level of ionization, B the level where the second electron involved in the transition comes from, and C the level from which the Auger electron is emitted. The Auger transition represented in Figure 2.9(a) is called KL\(_1\)L\(_{2,3}\). Electrons originating from the valence band, are often denoted by V. More details on the notations and the corresponding electronic configurations can be found in Ref [30]. The KLL series, for example, consists of five components, i.e. KL\(_1\)L\(_1\) (1 transitions), KL\(_1\)L\(_{2,3}\) (2 transitions) and KL\(_{2,3}\)L\(_{2,3}\) (2 transitions).

Therefore the kinetic energy \(E_{ABC}\) of an Auger transition ABC in an atom of atomic number \(Z\) is given by

\[
E_{ABC} = E_A(Z) - E_B(Z) - E_C^*(Z) - \Phi
\]  

(7)

where \(E_i\) are the binding energies on the ‘i’ atomic level and \(\Phi\) is the work function of the sample. The star in \(E_C^*\) indicates that it is the binding energy of electron in level C in the presence of a hole. Eq. (7) shows that the kinetic energy of an Auger electron is independent of the type of primary beam (i.e. electrons or X-rays) and its energy. For this reason, AES spectra are always plotted on a kinetic energy scale. Since the kinetic energy is only a function of the atomic energy levels, all elements of the periodic table have a unique spectrum. Auger spectra are also often shown in a differentiated form. For example the spectrum shown in Figure 2.9(b) is that of Ni L\(_3\)M\(_{4,5}\)M\(_{4,5}\). This spectrum
was recorded with a lock-in amplifier by modulating the analyzer voltage. Using a lock-in amplifier, results in the direct electronic differentiation of the signal.

2.4.2.1 The Auger line shape

Elements present on the surface can be identified by the Auger peak energies, changes in chemical environment can be deduced from changes in Auger peak positions, intensities, and line shapes. Therefore AES derivative spectra can be used qualitatively to identify the chemical state of elements. Quantitative spectral line shape analysis can provide more information about the electronic structure of different chemical states, but is very difficult because the Auger process involves three electrons.

![Auger spectra showing the C(KVV) peak of carbide and graphene phase on Ni(111).](image)

**Figure 2.10**: Auger spectra showing the C(KVV) peak of carbide and graphene phase on Ni(111).

Auger line shapes may contain information about valence electronic structure if the valence electrons are involved in the Auger transition. If one or both the core holes of an Auger transition lies in the valence band then the spectral line shape of that transition contains information about the local density of states surrounding the excited atom [31].
In fact the shape of a CVV peak, C being a core level, is related to the density of states (DOS) in the valence band. Since the DOS varies from one chemical environment to another, a variation in peak shape is observed. This effect is commonly observed in Auger spectra of non-metallic elements such as C, S, O, N [32]. It has been shown that AES line shape changes with carbon hybridization in the gas phase [33, 34]. The line shape of AES spectra of solid phases can distinguish carbidic and graphitic phases [35]. Figure 2.10 above, shows C(KVV) Auger peak for the carbidic and graphitic phase of carbon on Ni(111) surface [36]. The line shape C(KVV) changes from the carbidic to graphitic phase due to difference in valence band. Thus we can use Auger spectroscopy as a probe to distinguish between different chemical states of carbon. We exploit this effect on graphene formation discussed on Ni(111) discussed in Chapter 4.

2.4.3 Photoemission spectroscopy

Photoemission spectroscopy (PES) or photoelectron spectroscopy analyzes the kinetic energy distribution of the emitted photoelectrons to study the composition, chemical state, and electronic structure in the surface region of a sample. PES has been used in various fields like surface chemistry or material science, and has significantly contributed to the understanding of fundamental principles in solid state physics. PES can be subdivided in X-ray photoelectron spectroscopy (XPS) and Ultraviolet Photoemission Spectroscopy (UPS). In XPS, X-rays (with photon energy of 200-2000 eV) are used to examine the core levels while in UPS UV radiation (with photon energy of 10-45 eV) is used to study the valence energy levels.
2.4.3.1 X-ray photoelectron spectroscopy

X-ray photoelectron spectroscopy (XPS) involving core level electrons are used to analyze the composition and chemical state of surfaces. Shifts in the core levels of adsorbate and substrate atoms provide information about changes in chemical character like oxidation states. XPS was developed in the 1960s by K. Siegbahn and his research group at the University of Uppsala, Sweden. K. Siegbahn was later awarded the Nobel Prize for Physics in 1981 for his work in XPS. The principle behind the XPS technique is the photoelectric effect, first observed by Hertz in 1887 which was later explained by Einstein in 1905. In the photoelectric effect, when the sample is irradiated with photons electrons are ejected from the surface. The kinetic energy (KE) of the ejected photoelectron is determined by the energy of the x-ray radiation, $h\nu$, the electron binding energy, $E_B$, and the work function of the sample $\Phi_s$ as $KE = h\nu - E_B - \Phi_s$.

![Figure 2.11: Schematic Diagram showing photoemission process.](image-url)
During the measurement, the sample is in electrically contact with the spectrometer. Then, their Fermi level is in equilibrium. The work function of the sample and the analyzer is $\Phi_s$ and $\Phi_A$, respectively. The difference in work function between the sample and analyzer gives rise to a contact potential $\Delta \Phi = \Phi_s - \Phi_A$. So the energy of the photoelectrons detected by the electron energy analyzer is now given by

$$KE = h\nu - E_B - \Phi_s - (\Phi_A - \Phi_s) = h\nu - E_B - \Phi_A$$

(8)

Therefore, the detected kinetic energy of the photoelectrons is independent of the work function of the sample and only depends on the analyzer work function, which is calibrated and remains constant for different experiments/samples.

Photoemission occurs in a three step process. First, the incident photon is absorbed by an electron. Second, the photoelectron travels to the surface and third, escapes the solid into vacuum. During its travel to the surface most of the ejected photoelectrons suffer inelastic collisions and lose their kinetic energy. So the photoelectron spectrum is composed of two types of electrons-primary electrons which did not suffer any inelastic collisions and the secondary electrons. The secondary electrons give rise to a continuous background which is superimposed on the primary electron spectrum. The different peaks in a photoelectron spectrum reflect the electronic structure of the sample. Every element has a unique set of binding energies and, therefore, an XPS spectrum gives information about the chemical composition of the sample. A typical XPS spectrum is shown in Figure 2.12.

The XPS spectrum has peaks from photoemission processes and Auger processes. The most intense peaks are from photoelectrons like Ni 2p peaks. Photoelectrons emitted
from orbitals with non zero orbital angular momentum (p,d,f orbitals) show spin orbit splitting in the photoemission peaks e.g. Ni 2p shows multiplet splitting, into Ni 2p₃/₂ and Ni 2p₁/₂ peaks. The magnitude of the spin orbit splitting is characteristic feature of the element. The “Ni LMM” structure results from the excitation of Auger electron emission. Auger electrons are emitted with a kinetic energy that is independent of the X-ray energy, so in cases where Auger peaks are superimposed on photoelectron peaks, the Auger peaks can be displaced elsewhere on the binding energy scale by changing the X-ray photon energy. In addition to these features there are X-ray satellite and X-ray ghost features. Emission from non monochromatic X-ray sources produces satellite peaks in the XPS spectrum appearing at lower binding energy with respect to the corresponding photoemission peaks. The stepped background of XPS spectra is due to the electrons from inelastically scattered photoelectrons at higher binding energy.

![Diagram of XPS spectrum](image)

**Figure 2.12**: XPS spectrum of Nickel sample using Mg Kα X-ray line (1253.6 eV) for excitation.
Bulk and surface sensitive experimental conditions can be achieved by varying the photon energy. X-rays penetrate deeply into the substrate before being absorbed, so the emitted photoelectrons have to travel some distance to escape from the solid surface. The distance photoelectrons can travel without any losses due to scattering depend on its kinetic energy (see Figure 2.8). The escape depth is the product of the inelastic mean free path $\lambda$ and the cosine of the emission angle $\theta$, $D=\lambda \cos(\theta)$. Therefore the escape depth of the photoelectrons depends on their kinetic energy, which can be tuned by tuning the photon energy. Decreasing the kinetic energy of the photoelectrons therefore makes it more surface sensitive. Therefore using photons with energies between 50-1000 eV we can probe the near surface region. This is also known as soft x-ray photoelectron spectroscopy (SXPS). The core level photoemission lines contain a wealth of information on the chemical and electronic environment of the atoms or energy losses of the photoemitted electrons to collective excitations such as plasmons. Some of the information one can extract from peak positions is discussed next.

### 2.4.3.2 Core level shifts

The measured binding energy of an electron is the energy difference between the initial state (atom with $n$ electrons) and the final state (atom with $n-1$ electrons and the photoelectron).

$$E_b = E_b(n - 1) - E_b(n) \approx -\varepsilon_{HF}^\text{atom}$$

(9)

where $\varepsilon_{HF}^\text{atom}$ is the orbital energy of the ejected electron. This is also known as Koopmans theorem [37]. The theorem is an approximation as it assumes that the electrons orbitals freeze during photoemission ignoring any relaxation of electrons within
the atom. Actually the orbitals are not frozen during photoemission but the electrons relax by rearranging themselves or screening. If this intra atomic relaxation energy is taken into account then the binding energy of the photoelectron is given as

\[ E_b = -\varepsilon_{HF}^{atom} - R_a \]  

(10)

A binding energy of a core-level electron in an atom depends also on surroundings of atoms. Therefore the binding energy of an electron in atom ‘\( j \)’ in the solid is given as

\[ E_b(j) = -\varepsilon_{HF}^{atom} + V_a(j) - R_a(j) + V_{ea}(j) - R_{ea}(j) - \Phi \]  

(11)

where \( V_a(j) \) is the change in energy due to valence electrons that represents the change in the valence charge due to bonding

\( R_a(j) \) are intraatomic relaxation energies that represents the rearrangement of the electron density within the atom

\( V_{ea}(j) \) are extratomic Madelung energy that represents the change in orbital energy when the atom is inserted in the solid

\( R_{ea}(j) \) are extratomic relaxation energies that represent the rearrangement of electron density surrounding the ionized atom

\( \Phi \) is the work function of the material

The main use of XPS is the accurate determination of binding energies. Shifts in binding energy give valuable information about the chemical state of the element and their local environment [38]. Therefore the change in binding energy is given as
\[ \Delta E_b \approx \Delta V_a + \Delta V_{ea} - \Delta R_{ea} \]  

(12)

\[ = \frac{\Delta q}{r} + \alpha \frac{\Delta q}{r} - \frac{\Delta R_{ea}}{r} \]  

(13)

The intraatomic potential \( \Delta V_a = \frac{\Delta q}{r} \) is an initial state effect which is proportional to the displacement or transfer of charge from the valence electrons, determined by the electronegativities of the atoms involved. The extratomic Madelung potential \( \Delta V_{ea} = \alpha \frac{\Delta q}{r} \) (\( \alpha \) is the Madelung Constant) is an initial state effect that shows the presence of neighboring atoms or ions. The extra atomic relaxation energy (\( \Delta R_{ea} \)) is a final state effect determined by the polarizability of the neighboring atoms.

Shift in the binding energy of a core level electron of an element due to change in valence charge is called chemical shift. If an atom loses charge to more electronegative neighbors, its core electrons will experience a net increase in Coulombic attraction, and their binding energies will go up. Similarly, if an atom becomes more negatively charged, then its core electrons will have lower binding energies. The interaction between core electrons and the nucleus can be reduced by the screening of the nuclear charge by all the other electrons in the atom. The shift in the binding energy of the surface atoms with respect to the bulk atoms are also known as surface core level shifts. These shifts can be a consequence of initial state effects and/or final state effects. In metals the reduced coordination at the surface decreases the binding energy of the surface atoms while in ionic solids the reduced coordination changes the Madelung potential experienced by the surface ions which changes the binding energies of the surface ions [39-41].
In ionic solids the Madelung potential (initial state effect) plays an important role in surface core level binding energy shifts. The Madelung energy of ions at the surfaces/interfaces are different from the ions in the bulk [42]. The reduced coordination of atoms on the surfaces reduces the surface electrostatic potential or the surface Madelung potential. The reduced value of Madelung potential decreases (increases) the cation (anion) binding energy compared to a cation (anion) in the bulk. This causes shift in the surface electronic levels compared with the bulk. As the Madelung energy depends on the local coordination of the surface atoms, different shifts may be expected for surface atoms at step edges compared to terraces. The core level binding energies can be resolved into surface and bulk core level components in XPS spectra collected from the sample. Therefore using high resolution, surface sensitive core level spectroscopy can provide valuable information about the Madelung potential of the surface atoms and consequently about the surface structure and composition.

2.4.4 Low energy electron diffraction

Low-energy electron diffraction (LEED) is a well established and versatile technique for characterizing surface structure. LEED uses diffraction effects of electrons whose kinetic energies are in the range from about 20eV to 200eV. The wavelength of low energy electrons is about 1-2Å which is of the order of or less than the interatomic distances and thus satisfies the diffraction condition. Also the mean free path of these low energy electrons is very short (see Figure 2.8), which limits the elastic scattering within a few atomic layers of the sample. Therefore LEED provides information about the 2D atomic structure of the sample surface. The first LEED experiment was carried
out by Davisson & Germer in 1927, demonstrating the wave nature of the electron [43]. Figure 2.13 shows a typical experimental setup that is used to obtain diffraction patterns.

![LEED schematic diagram and pattern](image)

**Figure 2.13**: (a) Schematic Diagram of LEED experimental setup (b) LEED pattern of Ni(111).

LEED instrumentation consists of an electron gun, retarding grids, and a fluorescent screen which permits direct viewing of the diffraction pattern produced by a crystal surface [44]. The electrons emitted from the gun are accelerated by a variable voltage and are incident perpendicular on a crystalline sample. The incident electrons are then back-scattered and fall on the grid at the same side as the gun. The elastically scattered electrons form a diffraction pattern and inelastically scattered electrons are filtered by the retarding grids placed in front of the fluorescent screen. The sample and the first grid are grounded, producing a field-free zone for the low energy electrons to travel without deflections. The negatively biased second and third grids remove the inelastically scattered electrons. The fourth grid is also grounded which shields the other
grids from the field of the fluorescent screen which is at high voltage. The diffracted beams excite fluorescence in the screen and thus the bright LEED diffraction spots are seen. The LEED pattern characterizes the two-dimensional symmetry of the surface crystal lattice as described next.

2.4.4.1 Diffraction from 2D crystal

The Laue Condition for diffraction is given as

\[ k_f - k_i = G_{hkl} \]  \hspace{1em} (14)

where \( k_i \) is the incidence lattice vector (\( k_i = 2\pi/\lambda_i \)), \( k_f \) is the scattered wave vector (\( k_f = 2\pi/\lambda_f \)) and \( G_{hkl} \) is the reciprocal lattice vector. As the scattering is elastic we get

\[ |k_f| = |k_i| \]  \hspace{1em} (15)

Figure 2.14: Ewald sphere construction for 3D lattice (a) and 2D lattice (b) respectively.
Ewald Sphere Construction is a way to represent the Laue condition of diffraction schematically. A sphere of radius \(k = \frac{2\pi}{\lambda}\) is constructed in the reciprocal lattice. The incident wave vector \(k_i\) terminates at a reciprocal lattice point. Reciprocal lattice points lying on the surface of the Ewald sphere satisfies both the conditions (Eqn 14 and 15) for diffraction.

The interplanar distance in reciprocal space between \((hkl)\) plane can be calculated as

\[
|G_{hkl}| = \frac{2\pi}{a} \sqrt{h^2 + k^2 + l^2} = \frac{2\pi}{d}
\]  

(16)

where \(a\) is the lattice constant and \(d\) is the interplanar distance in real space. In this case the diffraction angle is half of the angle between the incident and scattered wave vector. We can calculate

\[
\sin \theta = \frac{|G_{hkl}| / 2}{k_i} = \frac{\frac{2\pi}{d}}{2\left(\frac{2\pi}{\lambda}\right)} = \frac{\lambda}{2d}
\]  

(17)

which is equivalent to Bragg’s Diffraction condition. In a 2D crystal the crystal periodicity is disrupted in the direction normal to the surface so we write eqn (14) as

\[
k_f^/ - k_i^/ = G_{hk}
\]  

(18)

The wave vector component perpendicular to the surface is not conserved in this case. The Ewald construction for a 2D lattice is shown in Figure 2.14. The 2D lattice can be thought of as a 3D lattice with infinite periodicity in the normal direction which will give rise to reciprocal lattice points infinitely dense, forming rods. Therefore the reciprocal lattice rods perpendicular to the surface can be attributed to every 2D reciprocal lattice
point. The intersection of the rods with the Ewald sphere defines the scattered wave vectors $\mathbf{k}_f$ for the diffracted beam (see Figure 2.14(b)). We can imagine the fluorescent screen being the Ewald sphere and the diffraction spots where the reciprocal rod intersects the Ewald sphere. Therefore the number of diffraction spots observed in a LEED pattern depends on the size of the Ewald sphere. Increasing the electron energy increases the size of Ewald sphere and thus more diffraction spots are visible. Therefore the diffraction spots will move away or closer to the center of the screen as the energy of the incident electrons is decreased or increased. The intensity of the spots also changes as the electron energy is changed. Detailed analysis of the intensity changes and function of the energy of the electrons can provide more information about the surface structure. Figure 2.13(b) shows the LEED pattern of hexagonal Ni(111) surface.

2.4.5 Temperature programmed desorption

Temperature-programmed desorption (TPD) is an important method for the determination of kinetic and thermodynamic parameters of desorption processes or decomposition reactions. In TPD, gaseous species are adsorbed on the sample at low temperatures and then a temperature ramp is applied to the sample. As the sample is heated the thermal energy needed to break surface bonds becomes available and desorption is observed. The rate of desorption is measured by monitoring the amount of desorbing species as a function of temperature. The desorption temperature of the gaseous species indicates the strength of surface binding and has been used to infer the presence of different adsorption sites at the surface. The total area under a peak is proportional to the amount originally adsorbed, i.e. proportional to the surface coverage.
Analysis of desorption traces is based on treating the desorption process as a kinetic phenomenon. The rate of desorption is given by the Arrhenius or Polyani Wigner equation as

\[ r_{\text{des}} = -\frac{d\theta}{dT} = \nu^n \theta^n \exp \left( -\frac{E_d}{k_B T} \right) \]  \hspace{1cm} (19)

where, \( \nu^n \) is the pre-exponential frequency factor, \( E_d \) is the activation energy of desorption, \( k_B \) is the Boltzmann constant and \( \theta \) is the fractional coverage expressed in units of monolayers (MLs). During desorption, the temperature of the sample surface is controlled in a linear fashion, (i.e, \( T = T_0 + \beta t \)), \( T_0 \) is the initial sample temperature and \( \beta \) is the heating rate \( dT = \beta dt \). Since the temperature of the sample is varied linearly with time we rewrite this equation as

\[ r_{\text{des}} = -\frac{d\theta}{dT} = -\frac{1}{\beta} \frac{d\theta}{dt} = \frac{\nu^n \theta^n}{\beta} \exp \left( -\frac{E_d}{k_B T} \right) \]  \hspace{1cm} (20)

The general shape of the \( r_{\text{des}}(T) \) with temperature depends on the exponential term as shown in eqn 19. At low temperatures the exponential term is negligible so desorption rate is negligible, but at high temperature the desorption rate increases rapidly following the increase in the exponential term. However the coverage (\( \theta \)) also decreases with increased desorption which slows down the desorption rate until it becomes zero. Therefore the desorption rate is characterized by a peak at a certain temperature. This desorption peak temperature is related to the activation energy, initial coverage, heating rate and order of desorption. Redhead derived a relation between activation energy and desorption temperature assuming that for first order desorption \( E_d \) and \( \nu \) is independent of coverage [28].
\[ E_d = k_B T (\ln \frac{\nu T_m}{\beta} - 3.64) \] (21)

The shape of desorption curves as a function of coverage provides information about the order of desorption. The various adsorption and desorption parameters, such as: number and population of various desorbing phases, activation energy of desorption \( E_d \), the order of desorption \( n \) and the pre-exponential frequency factor for the desorption \( \nu \), can be determined by the analysis of the desorption spectrum. There are different methods developed to analyze the desorption spectrum such as Redhead analysis, leading edge analysis etc.[45].

A typical desorption spectrum is shown in Figure 2.15. It shows the desorption of CO from Ni(111) surface for saturation coverage. The two desorption peaks at 340K and 410K are for two different binding sites with different activation energy. The low temperature peak and high temperature peak corresponds to CO adsorbed at top sites and bridge sites respectively. Adsorption of CO on transition metal surfaces have been studied extensively [46]. It is known for clean Ni(111) substrates, that CO adsorb at top, bridge or hollow sites depending on CO coverage. At high coverages, CO is more favorable to occupy the bridge sites and on top sites. Bonding at the bridge sites is much stronger than on-top sites so the desorption from these sites occur at higher temperature and CO from top sites are desorbed first. In our studies of graphene growth on Ni(111) we use the adsorption of CO on Ni as a probe for detecting the presence of Ni-sites. The shape and intensity of the CO desorption traces from such samples give information of the kind and amount of Ni-sites present at the surface. This use of TPD is described in more detail chapter 4.
The principal components of the TPD system consist of the sample heater and quadrupole mass spectrometer (QMS). TPD is carried out by heating the sample with a linear rate in front of a multiplexing QMS. The sample is in thermal contact with a liquid N$_2$ filled cold finger via two copper conductors, enabling cooling to about 120 K. The sample can be resistively heated to about 1200 K. The temperature is measured by a type K thermocouple attached directly to a metallic sample or glued on the surface of oxide samples. A schematic of the TPD system representing the main functional blocks is given in Figure 2.16 [47, 48].

For implementing TPD in the experiments described below I wrote a program in LABVIEW for data acquisition and communicating with instruments. A data acquisition (DAQ) board, installed on the computer (National Instruments PCI-6036) is used for digital-to-analog conversion and vice versa. Through the DAQ board the computer

**Figure 2.15:** Desorption spectra from clean Ni(111) sample. The high and low temperature peak corresponds to CO desorption from bridge and top sites respectively.
controls the power supply that feeds the heating current to the sample and also reads the voltage output of the thermocouple attached to the sample. The Quadrupole Mass Spectrometer (UTI 100C) receives the control input from the DAQ board as well, in the form of an analog signal ($m/e$ setting). The desorption flux reading recorded by the QMS is then returned to the computer. A flowchart of the program for TPD is shown in Appendix 1.

![Diagram](image)

**Figure 2.16:** Schematic Diagram of experimental setup of Temperature Programmed Desorption apparatus with the control electronics.

### 2.5. Experimental apparatus

The experiments were performed at the Surface & Nanophysics Lab, Department of Physics, University of South Florida and at the U12a soft x-ray beamline, National Synchrotron Light Source (NSLS), Brookhaven National Laboratory. The experiments were conducted in three separate ultra high vacuum (UHV) chambers. The base pressure in all the UHV chambers were in the low $10^{-10}$ Torr range. To achieve UHV a
combination of different pumps were used. All the UHV chambers were equipped with four main types of pumps - a rotary-vane pump, a turbomolecular pump (turbo pump), ion pumps and titanium sublimation pump (TSP).

![Ultra high vacuum chamber](image)

**Figure 2.17:** Ultra high vacuum chamber.

Figure 2.17 shows one of the UHV chamber used in this study. The UHV chamber is equipped with an electron gun housed within a cylindrical mirror analyzer for AES measurements, X-ray source for XPS measurements, a quadrupole mass spectrometer (QMS) for TPD measurements, low energy electron diffraction (LEED)
optics, low energy ion gun for sputter-cleaning samples, and mini e-beam evaporator for metal depositions. The components are described briefly below.

### 2.5.1 Electron Gun for AES

The electron gun generates a primary electron beam of energy 1-5 keV. The electron gun, either be a thermionic or on a field emitter source. In a simple thermionic source, a tungsten filament is heated by current and when the electrons get sufficient energy to overcome the work function of the material electrons are emitted. In a field emission source, an electric field is applied to the filament and an electrode which reduces the barrier for electron tunneling out of the filament into vacuum. In this case it is a thermionic electron source. The electron gun for AES is housed in the cylindrical mirror analyzer.

### 2.5.2 X-ray Source for XPS

A lot of different X-ray sources are used in XPS studies like the standard lab X-ray source with twin Al/Mg anode and synchrotron light sources. In our lab we have a PHI Model 04-500 X-ray source with Al/Mg anode. Electrons produced from the filament (cathode) bombard the anode, which is kept at very high potential ~ 15 kV. Electrons ionize the anode producing core holes which then relaxes by emitting X-rays. The characteristic X-ray produced by Al and Mg anode has line energies/line widths of 1486.6 eV/0.85 eV and 1253.6 eV/0.70 eV respectively. In synchrotron light source radiation (X-ray, UV and IR) is emitted from electrons moving at relativistic velocities when they are accelerated by a magnet. A charged particle constrained to move in curved path by bending magnets, experience centripetal acceleration which produces radiation.
Advantage of synchrotron radiation over lab source is high intensity and ability to tune photon energies. The synchrotron radiation has a wide distribution of frequencies and using a mochoromator can choose a single frequency thereby tuning the photon energy. The intensity of this radiation can be ~ 10 times greater than a lab source. For more information on synchrotron light sources see Ref [49, 50].

2.5.3 Cylindrical mirror analyzer

In both AES and XPS an energy analyzer is used to measure the kinetic energy of the electrons. The most common types of analyzers are Cylindrical mirror analyzer (CMA) and Concentric Hemispherical Analyzer (CHA). We use a PHI Model 15-255G Precision Energy analyzer which is a double pass cylindrical mirror analyzer with retarding grids and an integrated electron gun for Auger surface analysis. A CMA consists of two coaxial metal cylinders (outer and inner cylinder) which are kept at different potentials so that an electric field exists between them. The outer cylinder potential is at negative potential compared to the inner cylinder. For a given negative potential applied to the outer cylinder, electrons with certain kinetic energy are able to pass through the output aperture and reach the detector while the rest are deflected in the region between the two cylinders. Therefore by varying the potential applied to the outer cylinder we can a energy distribution of the electrons passing through it. The voltages on the inner and outer cylinder are different for XPS and AES measurements. A channeltron is usually used a as an electron detector.
2.5.4 Quadrupole Mass spectrometer

A quadrupole mass spectrometer is a versatile instrument which is used in wide range of applications like surface studies, gas and liquid chromatography etc. In our case the QMS is mostly used for residual gas analysis, detecting leaks in vacuum chamber and TPD measurements. We use a UTI 100C Precision Mass analyzer able to scan from 0-300 amu. The analyzer has three main components, the ion source, the quadrupole mass filter and the detector (electron multiplier/Faraday Cup). The gas molecules are ionized with electrons from the filaments which are then injected in the quadrupole mass filter. The ionized molecules are filtered according to their mass/charge ratio (m/e) in a high frequency electric field produced by four rods and then they are detected with an ion detector. The detected ions are converted into current which is then plotted as a function of m/e ratio for different ions. For more information quadrupole mass spectrometry see Ref [51].

2.5.5 Sputter Gun

The sputter gun produces a beam of energetic inert gas ions for sputtering surfaces of materials. Inert gas like Ar is leaked into the chamber which is then ionized by electrons emitted from the filament (cathode). These ions are then accelerated towards the anode (kept at high positive potential) and focused by a lens system to produce a beam of high energy Ar ions at the sample surface. The energy of the ions incident on the sample is equal to the positive potential applied at the anode.
2.5.6 E-beam evaporator

For e beam evaporation an electron beam is used to heat the target material to very high temperatures until it evaporates atoms from the source material. These evaporated atoms have only thermal energy and can be condensed on the substrate that is positioned in front of the evaporator. The source-material to be evaporated is either put in a refractory-metal crucible or evaporated directly from a rod is used. When the tungsten filament surrounding the rod or crucible is heated by high current (6-7A) it starts emitting electrons. A positive high voltage (1-3 kV) applied to the rod or crucible attracts the electrons of the filament and the source material is heated by the electron impact. Due to the very high electron density on the tip of the rod or to the crucible temperatures of >3100K can be achieved. The filament and source material is contained in a water cooled jacket that keeps the surrounding vacuum chamber from heating up allowing to maintaining a low pressure (~10^{-9} Torr) in the vacuum chamber during evaporation and film growth. We use a Tectra e flux E beam evaporator which is also provided with a flux monitor and a shutter. The flux monitor detects ionized atoms within the vapor of the evaporated source material. This can be used to calibrate the deposition rate. Since the fraction of ionized to neutral atoms is different for every source material calibrations have to be performed for every new material.

The UHV chamber also has several precision leak valves for dosing of gases like CO and C_{2}H_{4}. The sample manipulator allows polar rotational motion and translational motion in the XYZ direction of the sample. The sample can be either mounted on a Ta sample plate and then spotwelded to the sample holder with Ta wires or directly
spotwelded to the sample holder with Ta wires. The sample is heated resistively with Ta heating wires. The sample holder is connected to a cold finger which can be cooled down to -140°C by addition of liquid nitrogen. The temperature is monitored by a K-type thermocouple that is spot-welded to the sample.

The STM measurements were performed in a commercial Omicron-VT STM. More information about the STM can be found at

http://www.omicron.de/products/spm/variable_temperature_instruments/vt_stm/media/vt_stm_1.pdf (website accesses on 08/30/10)

Photoemission studies were performed at the U12a beamline at NSLS. This beamline is optimized for soft X-ray photoemission spectroscopy with a photon energy range between 1 and 0.1 keV which enables acquisition of both core-level and valence band photoemission spectra. More information about the UHV chamber at U12a beamline at NSLS can be found at


2.6 Sample preparation

Clean surfaces are prepared by sputtering and annealing. Contaminants are sputtered off from the surface with Ar ions. After sputtering the surface becomes rough so annealing to high temperatures are required to restore the surface crystallinity and to remove ion-implanted Ar atoms from the sample. In practice several cycles of sputtering and annealing are required to prepare well ordered clean surfaces.

We have worked with ZnO and Ni (111) samples. The ZnO samples were cleaned by cycles of 1 keV Ar ion sputtering and annealing to 900 K. The surface cleanliness was
checked by SXPS. A two side polished 0.5 mm thick ZnO single crystal with polar surface orientation from Scientific Production Co. Goodwill was used. The crystal was broken in half and both halves were mounted on a 0.5 mm thick tantalum plate. One half exposed the Zn terminated side and the other half exposed the O-terminated side. This way both orientations could be measured under identical conditions. The ZnO surface was passivated with (sub) monolayer sulfide by backfilling of the UHV chamber with H₂S with the sample at 600 K. The H₂S exposure was measured with an ion gauge.

Ni(111) sample was also cleaned similarly. Before each experiment the Ni crystal was cleaned by cycles of 0.5 keV Ar⁺ ion sputtering followed by annealing to 800 °C. Then, the sample was annealed in 10⁻⁶ Torr O₂ for 10 min at 500 °C to burn off any remaining surface carbon, and flashed at 800 °C in UHV. The cleanliness of the surface was checked by Auger electron spectroscopy (AES) or scanning tunneling microscopy (STM). Carbide or graphene was grown on the clean Ni(111) surface by exposure of the sample to 10⁻⁵ Torr ethylene for 4 min at the temperature cited in the text. In additional experiments, Ni and Cu were deposited on the sample containing graphene and/or carbide. Ni deposition was done by sublimation of a high purity 2 mm-diameter Ni-rod in a water-cooled mini e-beam evaporator. For Cu-deposition, high purity Cu wire was wrapped around a tungsten filament that was heated by an electrical current.

2.7 References


3. SOFT X-RAY PHOTOEMISSION STUDIES OF ZINC OXIDE POLAR
SURFACES AND INTERFACES

This chapter is organized in three sections: introduction, results & discussion, and conclusion. In the introduction section, we briefly discuss some properties of bulk ZnO, focus on the surface properties of ZnO and the stabilization mechanisms of ZnO polar surfaces. In the results & discussion section, we discuss our experimental results on ZnO. This is subdivided into two parts: (a) Stabilization of clean ZnO polar surfaces—here we discuss the surface effects in the core-level photoemission spectra of ZnO and use this information to understand the stabilization mechanism of the polar surfaces of ZnO [1]; (b) functionalization of ZnO with a monolayer of ZnS—here we discuss the interface electronic properties between ZnS/ZnO [2]. In the final section, we discuss the conclusion of our results.

3.1 Introduction

ZnO is a wide band gap, \( n \)-type semiconductor with a direct band gap around 3.37 eV, and high exciton binding energy of 60 meV [3-6]. In the past there was intensive research on ZnO, due to its unique optical, semiconducting and piezoelectric properties. Research on ZnO started gradually in the fifties of the last century and peaked around the end of the seventies and the beginning of the eighties [7]. Then research interest faded as it was proving difficult to control its electrical conductivity; ZnO crystals were mostly n-
type and it was not possible to dope it to make it p-type. Over the past decade we have witnessed a revival of interest in ZnO research due to the availability of high quality ZnO substrates (single crystals, epitaxial films, nanostructures) and reports of p-type conduction when doped with transition metals [7, 8]. ZnO is used in numerous applications like, as transparent conducting electrode in solar cells, light emitting diodes and flat panel displays, as catalyst in methanol synthesis, as photocatalyst for hydrogen production from water, as chemical and biological sensors, etc. [9, 10]. Next we will summarize some of ZnO properties briefly.

![Figure 3.1: Crystal Structure of ZnO](image)

**Figure 3.1:** Crystal Structure of ZnO (a) Unit cell of the ZnO wurtzite crystal structure; (b) low index planes of the crystal. Figure is taken from Ref[11].

### 3.1.1 Crystal structure

ZnO crystallizes in the hexagonal wurtzite-type structure. The lattice constant of the ZnO hexagonal unit cell are $a=3.25 \text{ Å}$ and $c=5.20 \text{ Å}$. This hexagonal lattice consists
of two interconnecting hexagonal-close-packed (hcp) sub-lattices of Zn\(^{2+}\) and O\(^{-2}\), such that the two sublattices are displaced with respect to each other along the \(c\)-axis by the amount of \(u = 3/8 = 0.375\). Each sublattice includes four atoms per unit cell and each cation is surrounded by four anions and vice versa. The tetrahedral coordination gives rise to polar symmetry along the \(c\)-axis. This polarity is responsible for its piezoelectricity and spontaneous polarization [3]. The most common surfaces of wurtzite ZnO are the polar Zn terminated (0001) and O terminated (000\(\bar{1}\)) faces (\(c\)-axis oriented), and the non-polar (11\(\bar{2}\)0) (\(a\)-axis) and (10\(\bar{1}\)0) faces. The (10\(\bar{1}\)0) and (11\(\bar{2}\)0) surfaces are the prism faces and the (11\(\bar{2}\)1) surface is the pyramid face of the crystal (see Figure 3.1) [11].

The tetrahedral coordination is also a common indicator of sp\(^3\) covalent bonding but Zn-O possesses a very strong ionic character. Thus ZnO is on the borderline between a covalent and ionic compound. Additional to the wurtzite phase, ZnO is also known to crystallize in the cubic zinc blende and rocksalt (NaCl) structures. Zinc blende ZnO is stable only by growth on cubic substrates, while the rocksalt structure is a high-pressure metastable phase [12, 13].

### 3.1.2 Electronic property

The band structure of ZnO has been studied extensively both theoretically and experimentally. The LDA band structure of bulk wurtzite ZnO was calculated using dominant atomic self-interaction-corrected pseudopotentials (SIC-PP) as shown in Figure 3.2 [14]. The bottom 10 bands (occurring around \(-9\) eV) correspond to Zn 3\(d\) levels. The next 6 bands from \(-5\) eV to 0 eV correspond to O 2\(p\) bonding states. The upper VB of ZnO is composed of Zn- 3\(d\) and O-2\(p\) orbitals, while the lower VB is essentially
composed of O-2s orbitals. The conduction band is composed of unoccupied Zn-4s and -4p orbitals. The conduction band minima and valence band maxima line up at the $\Gamma$ gamma point showing that ZnO is a direct band gap semiconductor. The band gap of ZnO calculated in this method is 3.77 eV which is greater than the experimental measured value of 3.37 eV at room temperature. This large band gap of ZnO is advantageous for optoelectronics applications in the blue/UV region, including light-emitting diodes, laser diodes and photodetectors. The band gap of ZnO can be tuned from ~3-4 eV by addition of divalent cations like Cd or Mg respectively [15]. Undoped ZnO has $n$-type conductivity which is attributed to Zn interstitials, oxygen vacancies, or hydrogen. The intrinsic defect levels that lead to $n$-type doping lie approximately 0.01-0.05 eV below the conduction band [16, 17].

![Figure 3.2](image.png)

**Figure 3.2:** The LDA band structure of bulk wurtzite ZnO calculated using dominant atomic self-interaction-corrected pseudo-potentials (SIC-PP). Figure is taken from Ref [5].
3.1.3 Optical property

The optical properties of ZnO strongly depend on the band structure. The optical spectra reflect the direct band gap, a strongly bound exciton state, and band gap states due to point defects. The photoluminescence (PL) spectra of ZnO usually exhibit ultraviolet (UV) and visible bands. The UV band is attributed exciton states while the visible emission band observed is due to band gap states introduced by some defects, like oxygen vacancies, zinc vacancies etc.[18] The large exciton binding energy (~60 meV) makes ZnO a promising material for optical devices that are based on excitonic effects.

3.2 Surfaces of ZnO

There are four stable low index surfaces of ZnO- two nonpolar (10\(\overline{1}0\)) and (11\(\overline{2}0\)) parallel to the c-axis and two polar (0001) and (000\(\overline{1}\)) perpendicular to the c-axis. The nonpolar (10\(\overline{1}0\)) and (11\(\overline{2}0\)) surfaces show higher stability compared to the polar surfaces [19]. The nonpolar surfaces contain equal number of Zn and O ions. At these surfaces the coordination of the surface atoms is reduced from fourfold to threefold, thereby creating dangling bonds at the surface which makes them catalytically active surfaces. The nonpolar (10\(\overline{1}0\)) surface the Zn ions have large (0.4 Å) inward relaxation compared to the O ions in the top-layer while (11\(\overline{2}0\)) surface has an ideal bulk like termination [19].

The polar (0001) and (000\(\overline{1}\)) surfaces of ZnO are produced by cutting the crystal perpendicular to the <0001> direction which are Zn and O terminated only (see Fig 20). An (0001)-oriented ZnO surface with Zn termination is referred to as ZnO(0001)-Zn
surface, and O termination surface as ZnO(000\overline{1})-O. The two polar ZnO surfaces are the most interesting ones from the fundamental and applied points of view. For the two polar ZnO surfaces, different stabilization mechanisms have been proposed. The polar faces are known to have different chemical and physical properties [20, 21]. The chemical etching behaviors of the polar surfaces are very different - with the formation of pyramidal hillocks and etch pits on the O- terminated and Zn terminated face respectively [22]. ZnO(000\overline{1})-O face also etches much faster than ZnO(0001)-Zn surface.

**Figure 3.3**: Schematic of surface metallization: The conduction and valence-band edges (CB and VB) are shown relative to the Fermi level $E_F$ in a crystal terminated by two polar surfaces.

Polar surface of ionic crystals have surface energy that diverges with sample size, which should make them unstable but surprisingly a large number of naturally occurring materials display polar surfaces. The stabilization of both polar ZnO surfaces has been the focus of various experimental and theoretical studies [23-28]. Polar surface stabilization can occur through three mechanisms: (1) creation of surface states and transfer of negative charge from the O to the Zn face; (2) positively (negatively) charged
impurity atoms on the O (Zn) surfaces and (3) removal of surface atoms. All these mechanisms affect the surface properties differently. Till now no common stabilization mechanism for both polar surfaces has been established. In general any combination of the three mechanisms can occur simultaneously as long as the charge compensation rule is obeyed. Here I will briefly discuss the stabilization mechanisms proposed for the polar surfaces of ZnO separately.

3.2.1 ZnO(0001)-Zn surface

ZnO(0001) was believed to exist in an unreconstructed- bulk like state for a long time as (1x1) structure were observed for ZnO(0001) in LEED by Chang et.al. in 1974 and other diffraction experiments subsequently [29-33]. Ideal, unreconstructed- bulk like surface termination of ZnO(0001) surface can only achieve stabilization through electronic rearrangement between the two polar surfaces by mechanism (1). Therefore in all theoretical calculations ideal bulk like surface terminations were assumed. The calculations showed that charges ($\frac{1}{2}$ e$^-$ per surface atom) are transferred from O side to Zn side which reduces the iconicity of Zn and O ions to $\pm 3/2$ [23]. Therefore for ZnO the partial iconicity implies that the electrons on the (0001)-Zn side stay in the conduction band while the valence band at the (000-1)-O side is only partially filled, with half electron missing (see Figure 3.3). As a consequence of the partially filled surface bands both the surfaces would be metallic. However the expected 2D metallic surface states have not been observed in photoemission or scanning tunneling spectroscopy experiments [34, 35]. Moreover all calculations have consistently predicted an inward relaxation or contraction of the first Zn-O double layer, whereas in experiment a small
outward relaxation of the topmost Zn layer was found [36]. This indicates that the
metallization used in all theoretical studies is not an adequate model to describe the polar
Zn-terminated surface.
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**Figure 3.4:** Scanning tunneling microscopy (STM) results of ZnO surfaces (a) The Zn
terminated (0 0 0 1)-Zn surface is characterized by many triangular islands with
monatomic step height. Step edges are O-terminated, and the resulting non-
stoichiometry stabilizes this polar surface. (b) The O-terminated (00 0-1) surface
exhibits stoichiometric double steps with a 120° angle. Figure is taken from Ref[11].

The compensation of charges can also be achieved by the addition of ½ ML OH\(^-\)
groups or ½ ML of H\(^+\) atoms at the Zn- and O-terminated polar surfaces respectively,
according to mechanism (2). To form OH groups water or hydrogen must dissociate at
the surface. Ab initio calculation by Wander and Harrison investigated the stabilization of
ZnO(0001) surface by dissociation of water and adsorption H\(^+\) and OH\(^-\) ions [37]. They
found that this mechanism was energetically unfavorable compared to mechanism (1)
because they had considered 1ML of H\(^+\) and OH\(^-\) ions instead of ½ ML in their
calculations. Density Functional Theory calculations by Kresse et. al. confirmed that
addition of ½ ML OH atoms depletes the surface state completely forming a stable structure [38]. They also demonstrated that ½ ML of adsorbed H stabilizes the surface. Experimental investigations however observed (1x1) pattern with hydrogen adsorbed on the surfaces [27, 39].

Jedrecy et. al. demonstrated by surface x-ray diffraction experiments on the ZnO(0001)-Zn surface that it could best be fitted by allowing a 0.75 occupancy of the topmost Zn layer, in agreement with stabilization mechanism (3) [36]. The experiments however gave no indication how this was achieved. The Zn vacancies might be ordered forming a reconstruction or may be distributed randomly. Interestingly, the most-ordered of a (2 x 2) configuration of Zn vacancies (remove every 4th Zn atom) has never been observed. Another stabilization mechanism was proposed by Dulub et.el. where triangular reconstructions are formed by the removal of ¼ ML of Zn atoms in a non-periodic manner [23]. This reconstruction is characterized by triangular islands and pits of monolayer height and terminated with O atoms at the step edges (see Figure 3.4(a)). This kind of ‘reconstruction’ gives rise to (1x1) LEED pattern because of the lack of a periodicity in the surface structure. Density Functional Theory Calculations by Kresse et. al. also confirmed that crystal termination with triangular shaped islands and pits are indeed lower in energy than the perfect bulk terminated surfaces for a wide range of oxygen and hydrogen chemical potentials [38]. They concluded that in hydrogen-rich conditions, the surface is passivated by overlayer of hydroxyl groups, while under hydrogen poor conditions the surface forms triangular reconstructions. Thus under UHV conditions the triangular reconstruction is the most common mechanism of stabilization on the ZnO (0001) surface.
3.2.2 ZnO(000$\overline{1}$)-O surface

For the ZnO(000$\overline{1}$)-O surface the stabilization mechanism is not explained yet and all of the above mentioned stabilization mechanisms have been invoked in the past. For ZnO(000-1)-O surface no island and pit like structure was found in STM studies. Smooth flat terraces separated by step edges of double layer heights and bulk stoichiometry were observed (see Figure 3.4) [11, 25]. The number of these double layer steps were not large enough to account for a similar stabilization mechanism as seen for the Zn-terminated surface (mechanism (3) by removal of 1/4$^{th}$ of surface ions). Recently Wöll and co-workers observed a 1x3 surface reconstruction for a clean surface, which was interpreted as an ordered array of O-vacancies with 1/3 oxygen atoms missing [27]. This structure does, however, not entirely satisfy the electrostatic stabilization criteria (which requires 1/4 ML of missing oxygen) and density functional theory calculations have shown that it is not a stable surface structure [26, 40].

Surfaces states leading to metallization of the surface can make it stable but no such states were observed (mechanism (1)). So the only way of achieving stabilization is through the adsorption of charged impurities (mechanism (3)). Wöll and co-workers also proclaimed that surfaces that did not exhibit the 1x3 reconstruction were hydrogen terminated. This observation was disputed by others who claimed that a 1x1 hydrogen-free surface can be prepared [41]. *Ab initio* thermodynamics calculations for varying hydrogen and oxygen chemical potentials, allowed a construction of a phase diagram. This diagram showed that a phase with a 1/4 oxygen atoms missing is the stable phase under O and H poor conditions [24]. However, it was doubted that these conditions can
be achieved. Under realistic conditions hydrogen termination was predicted with different stable phases with hydrogen coverage of 1/2, 1/3, and 1/4 ML. Those phases have, however, not been experimentally confirmed and thus there still exists controversy about the surface properties of the polar ZnO surfaces.

3.3 Results and Discussion

In this section we discuss my results on ZnO research. In the first part we discuss the surface effects in the core-level photoemission spectra of ZnO and use this information to understand the stabilization mechanism of the polar surfaces of ZnO. In the second part we discuss the effect of functionalizing the ZnO polar surface with a monolayer of ZnS.

3.3.1 Soft x-ray photoemission of clean and sulfur-covered polar ZnO surfaces: A view of the stabilization of polar oxide surfaces

The two polar surfaces of ZnO were investigated by soft x-ray photoemission spectroscopy (SXPS). The low kinetic energy of the photoemitted electrons in SXPS assures a high surface sensitivity and thus enables us to measure properties of the topmost surface layers. We exploit surface effects in core-level photoemission lines in order to obtain information about the surface properties of the polar ZnO surfaces. Sulfur adsorption (by dissociate adsorption of H₂S) was used to passivate the surfaces in order to enable separation of the bulk from the surface components.
For the ZnO (0001)-Zn surface, the Zn-3\textit{d}, O-1\textit{s}, S-2\textit{p} core levels and the valence band were monitored for increasing H\textsubscript{2}S exposure at 600 K. At this temperature a sulfide adlayer is formed that also induces an upward surface band bending, i.e., a shift of the core levels to lower binding energy. This shift of the binding energy of the Zn-3\textit{d} core level as a function of H\textsubscript{2}S exposure is shown in Figure 3.5(a). The resulting surface band alignment between surface sulfide and the substrate is described in section 3.3.2. At the same time the full width at half maximum (FWHM) is becoming narrower with increasing surface sulfur coverage (Figure 3.5(b)). A similar peak narrowing is observed for the O-1\textit{s} peak. This indicates that there is more than one component to describe the peak shape of the clean surface. The O-1\textit{s} and Zn-3\textit{d} peaks for different H\textsubscript{2}S exposures are shown in Figure 3.6 and 3.7 respectively.

**Figure 3.5:** The change in the binding energy due to band bending (a) and the FWHM (b) of the Zn-3\textit{d} peak with increasing H\textsubscript{2}S exposure for both the Zn-terminated and the O-terminated surfaces are shown, respectively.
For the ZnO (0001)-O surface, a similar peak narrowing of the clean surface is observed for both the Zn-3d (see Figure 3.5(b)) and O-1s peak. The observed core-level position is, however, different compared to the Zn-terminated side. On the clean surface the core levels are shifted to ~1 eV lower binding energy compared to the Zn side. The shift in the peak positions is also clearly seen in the valence-band spectra for the two surfaces plotted in Figure 3.8. A relative variation in the binding energy of the bulk components between the two surfaces can only be explained by a shift of the Fermi level for the two surfaces since the two samples are electrically connected. With increasing H$_2$S exposure the peak position for both sides approach the same value (see Figure 3.6).

**Figure 3.6:** Deconvolution of the O-1s core level into bulk (B) and surface (S) components for the ZnO (0001)-Zn surface after H$_2$S exposure. The surface components S and S originate from surface atoms that have different coordination on the terraces (S) and on the steps (S'), respectively.
indicating that the cause for the shift in the Fermi level is only present for the clean surface. In further variance to the properties of the Zn-terminated side, the O-1s peak shows a high binding-energy component that can be assigned to hydroxyls.

Figure 3.7: Deconvolution of the Zn-3d peak into two spin-orbit doublets, one for the bulk \((B_{3/2}, B_{5/2})\) and the surface \((S_{3/2}, S_{5/2})\) for the ZnO(0001)-Zn surface before and after H\(_2\)S exposure.
Figure 3.9 shows measurements of the O-1s peak for different sample temperatures. This indicates that hydrogen is present at the surface up to \(~670\) K. Cooling the sample below this temperature results in a rapid reformation of OH. Below 600 K the OH group is increasing due to hydrogen adsorption from the residual gas or hydrogen diffusion from the bulk. The OH peak position for low hydrogen coverage at 600 K and for higher hydrogen coverage does also shift with respect to the main O-1s peak. For high OH coverage below 600 K the OH peak is shifted by \(~2\) eV from the main peak to higher binding energy. This value is consistent with values reported previously \([26]\). For low coverage at above 600 K the OH peak is shifted by close to 2.5 eV. We speculate that this larger chemical shift for lower OH coverage could have one of two possible origins: (i) the chemical shift is coverage dependent; an assertion based on cluster calculations for core-level positions for ZnO(000–1) that showed significant different O-1s positions for 2x1 and 1x1 hydrogen covered surface; or (ii) the high-temperature OH species occupy
different sites, e.g., second layer instead of surface [42]. Interestingly, with adsorption of H$_2$S at 600 K the OH component is disappearing. This can be seen in Figures 3.10 and 3.11, which shows the O-1s and Zn-3$d$ peaks of the ZnO(000–1)-O for different sulfur concentration.
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**Figure 3.9:** O-1$s$ core level acquired at different sample temperature on the ZnO(000–1)-O surface. The shift of the high binding-energy component, assigned to OH is indicated.

### 3.3.1.1 Peak shape analysis

Peak shapes of semiconducting oxide surfaces are not well described theoretically. To obtain an analytical estimate of the peak shape we fitted the bulk component to a mixed Gaussian/Lorentzian line shape. We obtained a best fit for a 50% Gaussian and 50% Lorentzian for the O-1$s$ and 90% Gaussian and 10% Lorentzian for the Zn-3$d$ peaks. These line shapes were kept constant throughout the subsequent fitting procedures for the different components. Prior to peak fitting a Shirley background was subtracted to compensate for the secondary electron background. Two possible origins for the observed peak broadening for the clean surfaces have been considered: (i) Final
state effects; i.e., due to the adsorbate induced band bending the surface charge-carrier concentration and consequently the screening of core holes by conduction electrons is affected. This would result in a variation in the screened and unscreened portion of the photoelectron intensity. We show below that this process cannot explain the peak broadening. (ii) Initial state effects; in ionic lattices, surface atoms have a lower Madelung energy relative to the bulk position. This causes a shift of the photoemission line of the surface atoms compared to the bulk. The Madelung energy in a lattice causes a shift of the photoemission line for cations (anions) to lower (higher) binding energy compared to a free ion, this effect is reduced at the surface and consequently a shift of the surface component to higher and lower binding energies relative to the bulk component for cations and anions, respectively, is observed [43].

Figure 3.10: Deconvolution of the O-1s peak into bulk (B) and surface (S) components for the ZnO (000–1)-O surface after H₂S exposure.
First we discuss the possibility of final-state effects. Egdell and co-workers have demonstrated for Sn doped In$_2$O$_3$ and Sb doped SnO$_2$ that final-state effects can contribute significantly to the core-level line shapes [44, 45]. These materials are closely related to ZnO because all these materials exhibit a free-electron $s$-like conduction band that gives rise to high conductivity. Because of these similarities one may expect that plasmon losses also could contribute to the observed peak broadening in ZnO. The plasmon loss intensity is expected to scale with $\sqrt[3]{n}$, where $n$ is the charge-carrier concentration, and the plasmon loss energy should be proportional to the $\sqrt{n}$.

Figure 3.11: Deconvolution of the Zn-3$d$ peak into two spin-orbit doublet, one for the bulk ($B_{3/2}, B_{5/2}$) and the surface ($S_{3/2}, S_{5/2}$) for the ZnO(0001)-O surface before and after H$_2$S exposure.

Since the charge-carrier contribution depends exponentially on the separation between Fermi level and conduction band minimum, a strong variation in charge carrier
concentration is expected for the observed band bending of \(-0.5\) eV with increasing H\(_2\)S exposure for the ZnO(0001)-Zn surface (see Figure 3.5(a)). Thus the band bending enables us to estimate the variation in the charge-carrier concentration \(n\) and consequently the expected variation in the intensity and energy position of the screened component. Low amounts of H\(_2\)S adsorption resulted already in a large band bending. Consequently, because of an exponential dependence of the charge-carrier concentration, a strong change in the screened component would be expected. Attempts to deconvolute the Zn-3\(d\) and O-1\(s\) peaks into screened and unscreened components did, however, not satisfy such a strong dependence of the intensity of the screened component on the band bending. This failure of the intensity ratios between screened and unscreened component to reproduce the expected dependence on the amount of band bending already indicates that plasmon losses on these nominally undoped ZnO single crystals do not play a significant role for explaining the peak shape. This conjecture can be made even more convincingly for the ZnO (000–1)-O surface. Here we observe the opposite trend for the Fermi-level position with H\(_2\)S exposure, i.e., the Fermi level lies close to the center of the band gap for the clean surface (see below for an explanation for this unexpected observation) and shifts closer to the conduction band with H\(_2\)S exposure (see Figure 3.5(a)). Thus stronger plasmon losses would be expected for the sulfur covered surface compared to the clean surface. This is opposite to the observed larger peak broadening for the clean surface. Consequently we can confidently exclude the possibility that final-state effects contribute significantly to the line shape of undoped ZnO.

Now we show that the varying Madelung energies at the surface explain the observed peak broadening for the clean surfaces. Surface effects in core-level
photoemission of ionic crystals are well documented for GaAs, ZnSe, and other compound semiconductors [46, 47]. Removing the vacuum termination of the substrate by an adsorbate is reducing this surface effect [48]. Consequently, the observed peak narrowing with increased sulfur coverage for both surfaces can be explained by a suppression of the surface component. Sulfur uptake measured from the S-2p peak intensity and scanning tunneling microscopy (STM) measurements of sulfidized ZnO surfaces indicate a two-dimensional–layer growth and therefore sulfur is an ideal adsorbate to cover the surface. The intensity ratio of the surface relative to the bulk component depends on the inelastic mean-free path of the photoemitted electrons. The data shown above were acquired with soft x rays with photon energies of 150 and 630 eV for the Zn-3d and O-1s peaks, i.e., with kinetic energies of ~125 eV for the photoelectrons. This is the energy range of highest surface sensitivity with a mean-free electron path between 6 and 8 Å, depending on the estimate [49]. A mean-free path of 8 Å translates into an expected surface to bulk ratios of 0.3, for the clean ZnO surfaces. Additional uncertainties may arise due photoelectron diffraction effects. At these low kinetic electron energies elastic backscattered electron may cause interferences that can modulate the photoelectron intensity. From multiple electron-scattering calculations we estimate that this could cause a maximum variation in the surface to bulk ratio of a factor of 2 [49]. Nevertheless, the contribution of the surface layer to the photoemission spectrum is considerable and thus the peak broadening could originate from a surface component [50].
In principle chemical shifts due to sulfur adsorption at the interface between the surface sulfide and the ZnO substrate could also cause a broadening upon surface sulfdation. However, since we observe the opposite trend, i.e., a peak narrowing with increasing sulfide formation, we conclude that chemical shifts due to Zn-S formation are smaller compared to changes in the surface Madelung energy. Thus the observed narrowing is treated solely as a result of removing the surface component and consequently we use the sulfur covered surface as a measurement of the bulk component of the core-level peaks. This bulk peak shape then enables us to deconvolute the peaks of the clean (or only partially sulfur covered) samples into their bulk and surface components. The results of this peak deconvolution procedure are shown in Figures 3.9 and 3.10 for the two polar surfaces.

**Figure 3.12:** Intensity ratio of the surface component to the bulk component for the Zn-3d peak as function of the S or Zn peak ratio.
The Zn-3d peak was not resolved in its 5/2 and 3/2 multiplets. For the fitting procedure these two components were, however, taken into account. The spin-orbit split and the 3/2 to 5/2 peak ratios were constrained to 0.7 eV and a ratio of 2:3, respectively, while the FWHM of the components were kept free. The FWHM of the bulk component was determined from fitting the Zn-3d peak at highest sulfur exposure as mentioned above. In subsequent fitting procedure this FWHM value was kept constant. Freely adjustable fitting parameters were the peak positions of the bulk and surface components in order to accommodate band bending. A test for the fitting procedure is that the intensity ratio between the surface and bulk components is expected to decrease for a strictly two-dimensional coverage of the surface by sulfur. Figure 33 shows the intensity ratio of the surface and bulk component of the Zn-3d peak as a function of the S-2p/Zn-3d peak ratio. A monotonous decrease in the surface component is observed for both polar surfaces, indicating a layer growth in agreement with our STM observations [2].

From the peak deconvolution we observe a shift of the Zn-3d surface component of 0.95 eV for the ZnO (0001)-Zn and 0.93 eV for the ZnO(000–1)-O surface relative to the bulk position. This surface shift compares favorable for reported surface components due to the reduced Madelung energy on related materials, such as ZnSe, for which a shift of 0.9 eV has been reported [47]. The deconvolution of the O-1s peak followed similar procedures as for the Zn-3d peaks. However, it was not always possible to obtain satisfying fits with only two components. For the ZnO(000–1)-O side we have to take the aforementioned hydroxyl oxygen peak into account, while on the ZnO(0001)-Zn side the O-1s peak needed to be fit by two lower binding-energy peaks relative to the bulk component. This may indicate the presence of surface oxygen sites with different
Madelung energy, i.e., surface sites with different coordination. The intensities of the different peak components (normalized to the full peak area) and the peak positions relative to the bulk components are summarized in Table I for the two surfaces for varying H₂S exposure. It may be also worth mentioning that the observed shifts of the surface components to higher binding energy for the cation (Zn) and lower binding energy for the anion (O) is the expected direction for the surface component due to a reduced Madelung energy at ionic surfaces. Therefore the reduced Madelung energy at the surface causes the observed peak broadening for clean ZnO surfaces.

The surface structure of the ZnO(0001)-Zn surface prepared in UHV has been thoroughly analyzed by scanning probe techniques [23, 25]. These measurements resulted in the conclusion that this polar surface is stabilized by a ~1/4 of a monolayer Zn-deficient surface. This Zn deficiency is established by formation of a high density of step edges that have an O termination. This implies that there are two differently coordinated O sites at the surface. O atoms at step edges have less Zn-cation neighbors, which will result in a larger shift of the Madelung energy relative to terrace and bulk O sites. Consequently, the observed two surface components in the O-1s peak for the clean ZnO(0001)-Zn surface is assigned to step and terrace sites. The ratio of the photoelectron intensities of these two peaks of ~0.3 corroborates such an assignment since it is close to the factor of 1/4 deduced from simple electrostatic stabilization arguments of polar surfaces [43].
TABLE I: Results of the deconvolution of the surface and the bulk components of O-1s peak-binding energy (BE), full width at half maximum (FWHM), component intensities normalized to the peak area and the intensity ratio of the surface to bulk component.

<table>
<thead>
<tr>
<th>Surface</th>
<th>H$_2$S Dose (L)</th>
<th>Components</th>
<th>BE (eV)</th>
<th>FWHM (eV)</th>
<th>Area</th>
<th>I(S + S') I(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnO(0001)</td>
<td>0.3</td>
<td>Bulk Comp.(B)</td>
<td>552.985</td>
<td>1.41</td>
<td>0.69</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1$^{st}$ Surface Comp.(S)</td>
<td>552.305</td>
<td>0.95</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2$^{nd}$ Surface Comp.(S')</td>
<td>551.435</td>
<td>1.09</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.3</td>
<td>Bulk Comp.(B)</td>
<td>552.273</td>
<td>1.41</td>
<td>0.84</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1$^{st}$ Surface Comp.(S)</td>
<td>551.593</td>
<td>0.95</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2$^{nd}$ Surface Comp(S')</td>
<td>550.727</td>
<td>1.09</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.3</td>
<td>Bulk Comp.(B)</td>
<td>551.911</td>
<td>1.41</td>
<td>0.89</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Surface Comp.(S)</td>
<td>551.232</td>
<td>0.95</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>36.3</td>
<td>Bulk Comp.(B)</td>
<td>551.795</td>
<td>1.41</td>
<td>1.00</td>
<td>0</td>
</tr>
<tr>
<td>ZnO(000-1)</td>
<td>0.3</td>
<td>Bulk Component(B)</td>
<td>532.821</td>
<td>1.49</td>
<td>0.84</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Surface Component(S)</td>
<td>531.161</td>
<td>1.36</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hydroxyl(OH)</td>
<td>534.283</td>
<td>1.10</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.3</td>
<td>Bulk Component(B)</td>
<td>531.974</td>
<td>1.49</td>
<td>0.76</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Surface Component(S)</td>
<td>531.314</td>
<td>1.36</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hydroxyl(OH)</td>
<td>534.276</td>
<td>0.93</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.3</td>
<td>Bulk Component(B)</td>
<td>531.854</td>
<td>1.49</td>
<td>0.81</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Surface Component(S)</td>
<td>531.854</td>
<td>1.36</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td></td>
<td>36.3</td>
<td>Bulk Component(B)</td>
<td>531.878</td>
<td>1.50</td>
<td>1.00</td>
<td>0</td>
</tr>
</tbody>
</table>

The fact that differently coordinated surface ions have distinctively different Madelung energies and therefore should exhibit different photoemission lines is well established. However, usually surfaces do not exhibit a large number of under-coordinated defect sites. The ZnO (0001)-Zn surface is different than most other surfaces because the stability requirement of this polar surface forces it to create a well defined
step edge density. Other surfaces with known step edge densities and structure may, however, be formed by other means, such as formation of vicinal surfaces. In all these cases the differentiation of step edge atoms from terrace sites would enable us to perform site specific studies. For example, adsorption at step edges should be differentiable from adsorption on terrace sites by monitoring the shifted surface components. In our measurements sulfur adsorption causes a more rapid decrease in the surface component assigned to step edges compared to terrace sites. This is consistent with our STM studies that showed that at 600 K that sulfide islands nucleate a step edges but that they form 2D islands thus covering both step edges and terraces.

The stabilization mechanism for the ZnO(000–1)-O polar surface is not well understood. On our samples we always observed OH below sample temperatures of 670 K. The amount of OH increased at lower temperatures. At 600 K the O-1s peak intensity associated with hydroxyls did not change significantly with time, suggesting an equilibrium situation. Contamination of the surface with hydrogen lowers the electrostatic energy due to the bulk dipole moments and thus lowers the surface energy. Our observation agrees with previously made assertions that preparation of a hydrogen free ZnO(000–1)-O surface is extremely difficult [28]. At the moment we cannot distinguish if the hydrogen is diffusing out of the bulk (hydrogen is a known bulk impurity in ZnO) or is adsorbed from the residual gas in the UHV chamber.

It is tempting to use the surface sensitivity of soft x-ray photoemission to compare the oxygen and zinc composition of the surface for the two polar surfaces in order to decide if the polar surfaces are stabilized by ion deficiencies. Unfortunately,
photoelectron diffraction effects on single-crystal surfaces can influence the measured photoelectron intensity significantly, which makes accurate determination of the surface composition difficult. For instance, using the peak areas normalized by the photon flux, we measure an about 8% more intense Zn-3d peak on the ZnO(0001)-Zn side compared to the ZnO(000–1)-O side. This appears to contradict the known stabilization mechanism of the ZnO(0001)-Zn surface by formation of Zn-deficient surface with ~1/4 ML Zn missing. Multiple electron-scattering calculations are, however, in agreement with a stronger intensity of surface Zn atoms for the ZnO(0001)-Zn side compared to the ZnO(000–1)-O surface for the kinetic energies of the photoelectrons used in this study and thus this apparent discrepancy can be explained by diffraction effects. Similar measurements for the O-1s signal show an about 3% stronger signal on the O side compared to the Zn side. Although this does not indicate any O deficiency on the O side, photoelectron diffraction effects can offset compositional variations at the surface. Consequently our measurements do not allow an unambiguous determination of the oxygen concentration of then ZnO(000–1)-O surface. More detailed measurements of photoelectron diffraction at different photon energies and emission angles would be necessary to resolve the issue of O composition.

The Fermi-level position for the O and Zn sides is quite different for the two polar surfaces, but approaches the same value for S-covered surfaces (see Figure 3.5(a)). For the Zn-side we measure the valence-band maximum about 3.2 eV below the Fermi edge, i.e., at a position expected for n-type ZnO. Thus the Zn-terminated surface does not show any significant variation from the Fermi level position in the bulk. The O side, on the other hand exhibits a shift of the Fermi level by ~1.2 eV closer to the center of the band
gap. Such shifts occur due to electrostatic band bending. Electrostatic shifts in binding energies are common for charged molecules adsorbed at the surfaces or formation of interfaces. For the O side the only adsorbate present is hydrogen. Hydrogen, a positively charged adsorbate, always induces a downward band bending (shift of the Fermi level closer to the conduction band), i.e., the opposite from what is observed. Furthermore, a complete removal of hydrogen at 650–700 K as shown in Figure 3.9 does not change the position of the Fermi level significantly. Consequently a different mechanism than surface adsorbates is responsible for the Fermi-level shift at the O side.

The obvious explanation comes from the electrostatic potential that builds up at a polar surface if the bulk dipole is not (or only partially) compensated by any other charge transfer mechanism. This implies that under our experimental conditions there are not enough oxygen vacancies or ionic impurity charges to completely compensate for the electrostatic potential buildup due to the internal dipoles. The downward shift of the Fermi level at the surface in this n-type material will result in a positive space-charge region which will contribute to lowering the electrostatic potential at the surface. Our observed Fermi-level shift to about midgap position does not allow for a depletion of valence-band electrons and thus charge redistribution as described in Figure 3.3 will not occur. Therefore, unless there exist higher lying surface states that are emptied by pushing the Fermi level to midgap the only charges are from ionized donors that have to exist to make the sample n type. However, there are unlikely to be enough donors to provide a large enough positive surface charge (even if it extends over several tens of nanometers into the bulk) to stabilize the surface. Therefore at this point it seems unlikely that the shift of the Fermi level to the midgap is the only stabilization mechanism at
elevated temperatures. Nevertheless, our observation is significant since it provides the first experimental evidence that the O side is not completely stabilized by O vacancies or hydrogen at above 600 K. The fact that this shift of the Fermi level is only observed at elevated temperatures, where the hydrogen is desorbed suggests that hydrogen adsorption stabilizes the surface at lower temperatures and possibly is the reason why this shift has not been observed previously. For the Zn side the removal of \( \frac{1}{4} \) Zn atoms stabilizes the surface and thus no electrostatic shift of the Fermi level is observed at all temperatures.

It is likely that hydrogen is strongly adsorbed on the ZnO(000–1)-O surface because it stabilizes the polar surface. Thus one may speculate that if a different stabilization mechanism is provided, the hydrogen interaction with the surface is weakened. This hypothesis could explain the following observation: Dissociative adsorption of H\(_2\)S provides more hydrogen to the surface, however, as can be seen from the O-1s spectra (Figure 3.9); the OH shoulder is rapidly decreasing and vanishes completely after exposure of 3.3L H\(_2\)S, corresponding to a sulfur coverage of 0.5 ML. Consequently, although there are still plenty of O sites for hydrogen to adsorb, sulfur coadsorption at the surface lowers the desorption temperature of hydrogen. Therefore we propose that for ZnO(000–1)-O hydrogen adsorption is the most likely source for stabilization under regular conditions, but this stabilization mechanism may be influenced by coadsorbates. Consequently coadsorbates may strongly influence the chemical properties of the surface.
3.3.2 Surface Functionalization of ZnO with Monolayer of ZnS

We have studied the interface properties of ZnO modified with a (sub) monolayer of ZnS. The morphology of ZnS films on ZnO is crucial for interpretation of the fundamental electronic properties. Therefore we discuss the surface morphology as found from STM studies first, followed by the electronic structure characterization derived from photoemission studies.

STM studies indicate that ZnS grows by nucleation and growth of 2D islands, of monolayer height (~2.5 Å). After exposure to 3-6 L H₂S a dense network of meandering islands is formed. STM images of ZnO surface for low H₂S exposure and for saturation H₂S dose is shown in Figure 3.13, panels a and b, respectively. For such films the S-2p³/₂ core level is detected at a binding energy (BE) of 162.3 eV for low S-coverage and at 162.2 eV for a saturation dose. This BE is consistent with sulfide formation. However, the value is about 0.4 eV higher than that reported for bulk ZnS (161.8 eV) [51]. Although the atomic scale structure of the sulfide film cannot be unambiguously deduced from our STM studies, some islands exhibit hexagonal symmetry. Therefore, it is reasonable to assume that ZnS adopts the wurtzite structure of the ZnO substrate and an epitaxial relationship between substrate and film is established. The much larger lattice constant of wurtzite-ZnS (a = 3.82 Å; c = 6.26 Å) compared to ZnO (a = 3.25 Å; c = 5.21 Å) implies that a complete ZnS monolayer would be under considerable compressive stress. Therefore the formation of the meandering island morphology is likely to be a strain relieve-mechanism of the film. The large strain, a complete ZnS film would have, implies an increase in the S-chemical potential with ZnS coverage and thus
provides a reason for the saturation of the sulfur uptake before completion of the monolayer.

Figure 3.13: STM images of sulfur induced surface structure for (a) 0.6 L H₂S and (b) 3 L H₂S exposure. The cross-section indicated in (b) is shown in (c). A ball-and-stick model of the surface structure is shown in (d) with the surface dipole moment indicated.

In order to assess the influence of the submonolayer film on the fundamental surface properties and thus the photocatalytic properties the alterations of the electronic structure needs to be analyzed. Photoemission has been used to measure the electronic interface properties between ZnO and (sub) monolayer ZnS films. Experiments were performed for increasing H₂S exposure. The results of these measurements are summarized in Figure 3.14. One graph shows the S-2p/Zn-3s peak ratios, which indicates that initially the surface coverage increases rapidly. At 6L H₂S a saturation of the surface phase is reached, subsequent increase in the S-2p intensity is slow. This behavior is in
agreement with the STM studies that indicate a 2D island growth mode of ZnS. A similar behavior has also been reported for the ZnO(11\bar{2}0) surface [52].
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**Figure 3.14:** Summary of the changes in the work function, valence band maximum (relative to the Fermi level), band bending in the substrate, and the S2p/Zn3s peak ratios as a function of H2S exposure are shown. All properties saturate between 3 and 6 L H2S exposure.

The core level peak positions for O-1s, Zn-3s, and 3d have been used for evaluating the band bending induced in the ZnO substrate by sulfur exposure. Figure 3.16(a) shows for example the Zn-3d core level position for different S-exposures. A shift of 0.55 eV to lower binding energies with increasing S-exposure is observed. This core level shift also saturates at 3-6 L exposure. A similar shift has been measured for the O-1s core level. These shifts can be attributed to an electrostatic upward band bending due to surface charge transfer. The valence band was monitored with photon energy of 150 eV and this is shown in Figure 3.15(b). In addition to a shift to lower binding energies of the valence band maximum (VBM) due to upward band bending, a new state is formed.
on top of the valence band in the band gap of ZnO. This state is due to the ZnS layer at the surface. This ZnS state can be clearer appreciated in difference spectra. In these spectra the spectrum of the clean ZnO surface has been shifted by the amount of band bending and subtracted from the spectra after H$_2$S exposures. The top of the ZnS states are observed at

![Figure 3.15: Valence and Zn-3d shallow core level photoemission spectra for different H$_2$S exposures. The band bending induced shift in the Zn-3d core level can be observed in (a). The change in the valence band is shown in (b). The difference spectra are calculated by subtraction of the spectrum of the clean surface after shifting it to compensate for band bending effects.](image)
2.1-2.2 eV below the Fermi level. Interestingly, the onset of this state does not shift with S-coverage, indicating that the electronic properties of the growing ZnS film does not change significantly with coverage. This is contrary to what one would expect for a strained film.

The measurement of the work function indicates a large increase upon formation of the ZnS layer (see Figure 3.15(b)). For the clean ZnO (0001)-Zn surface we obtain a value of 5.0 eV (literature values for ZnO surfaces vary between 3.7 and 6 eV) this value increases by 1.7 to 6.7 eV upon formation of the ZnS layer [53]. This increase in work function has two contributions: (i) band bending, and (ii) surface dipole moment. After subtracting the upward band bending (0.55 eV) we arrive at a dipole induced increase in the work function of 1.15 eV. This indicates a surface dipole layer with the positive side toward the vacuum. A likely origin of this strong change lies in the larger electronegativity of O compared to S. Therefore in a layer model of ZnS on top of the ZnO substrate, as is shown in Figure 32(d), charges from the ZnS surface are transferred to the ZnO substrate. Such a charge transfer is substantiated by the chemical shift of S-2p core level position to higher BE compared to the reported bulk ZnS value. Assuming a structure as indicated in Figure 32(d) we can estimate the dipole moment per surface S-atom to $\delta = 0.25$ D, or a corresponding charge transfer of 0.02 e$^-$ per S-atom.

By combining all the above measurements and using 3.4 eV for the ZnO band gap, the interface band diagram can be derived. This is shown in Figure 3.16. Due to electronic hybridization of the monolayer ZnS film with the ZnO substrate photoexcitation from the ZnS surface states to the ZnO conduction band are possible.
Thus an effective band gap narrowing from 3.4 to 2.8 eV is observed at the interface. A similar band gap narrowing has been observed for S-doped ZnO and may also be responsible for the reported green light photoluminescence in S-doped ZnO nanomaterials [54, 55].

![Figure 3.16: Schematic diagram of the surface band structure of (a) the clean ZnO-(0001) surface (b) after formation of ZnS surface layer on ZnO.](image)

A staggered band alignment between ZnO and ZnS was also recently predicted by DFT calculations [56]. However, our observed effective band gap of 2.7-2.8 eV is much larger than the predicted (1.82 eV) value. This is partially because a significant narrowing of the fundamental band gap in ZnO was predicted due to ZnS induced lattice strain. In our experimental studies of (sub) monolayer ZnS films we do not see any shift of the ZnS states with increasing coverage as one would expect if the strain in the film were to play an important role in the interface electronic structure. Therefore we propose that the formation of ZnS-island morphology provides an efficient strain relieve mechanism for pseudomorphic ZnS layers.
Apart from reducing the photoexcitation threshold to lower photon energy the electronic structure has several other implications for the use of this material for photochemical applications. The band bending at the surface will facilitate the electronhole separation. Holes, on the other hand, will be trapped in the ZnS adlayer states that have a lower BE than the top of the ZnO valence band. Here the holes become available for charge transfer to a donor molecule in the gas phase or solution. The increase in work function will shift the redox potential of these adsorbed donor molecules to more negative values, i.e., to lower binding energies relative to the VBM. This will increase the thermodynamic driving force for charge transfer from donor molecules to holes trapped in the ZnS layer. All these alterations of the surface properties taken together will enhance hole mediated photo catalytic reactions at the ZnS modified surface compared to the clean ZnO surface.

3.5 Conclusion

The two polar surfaces of ZnO were investigated by soft x-ray photoemission spectroscopy. Surface components due to variation in the Madelung energy were identified in photoemission core-level spectra. Sulfur adsorption was used to passivate the surfaces in order to separate the bulk from the surface components. For the ZnO(0001)-Zn surface the observed photoemission peaks were consistent with a Zn deficient surface, exhibiting a high density of O-terminated step edges. The ZnO(0001)-O surface is very reactive toward hydrogen adsorption and only above 650 K a hydrogen free surface was observed. For hydrogen-free and small hydrogen coverage an electrostatic shift of the Fermi-level toward the band-gap center was observed. This
indicates an incomplete compensation of the internal electrostatic potential by surface oxygen vacancies or charged adsorbates. Coadsorption of sulfur lowered the desorption temperature for hydrogen indicating the possibility to tune the chemical properties of these polar surfaces by dopants.

We show by photoemission spectroscopy that modification of ZnO with submonolayer films of ZnS, two materials with band gaps larger than 3.4 eV, results in an effective surface band gap narrowing to 2.8 eV. This reduces the photoexcitation threshold energy and thus potentially enhances the solar energy conversion capabilities of such a heterostructure photocatalysts. Furthermore, the characterization of the space charge region and work function of ZnS modified ZnO indicate improved surface properties for enhancing photocatalytic activity.

3.6 References


4. STUDY OF NICKEL GRAPHENE INTERFACES

This chapter is divided in five sections. The first section gives a brief introduction to the properties of graphene and methods for its fabrication. The second one gives an introduction to graphene on transition metal substrates. The third section discusses carbon phases on Ni surfaces, especially the Ni(111) substrate. The fourth section we present my results and discussion of my research on nickel-graphene interfaces. This section is further subdivided in four subsections (a) Growth and stability of graphene on Ni(111) surfaces (b) growth of graphene from surface carbide using STM (c) Growth and stability of Ni clusters deposited on graphene/Ni(111) substrate (d) One dimensional extended defect in graphene/Ni(111) substrate. In the final section we discuss the conclusions.

4.1 Introduction

Carbon plays a dominant role in chemistry and forms the basis of all organic chemistry. Elemental carbon exists in many allotropes: three-dimensional crystals (diamond, graphite), two dimensional graphene, one-dimensional nanotubes and zero-dimensional fullerenes. Graphene is a layer of sp² bonded carbon atoms arranged in a hexagonal lattice. It is the building block for other graphitic materials; it can be stacked to form 3D graphite, it can be rolled to form 1D nanotubes and wrapped to form 0D fullerenes (sp² bonded C atoms arranged in hexagons and pentagons). Graphene had been studied theoretically for long time and was predicted to have exciting electronic properties with the electrons behaving as massless Dirac fermions. However, graphene
was also predicted to be unstable in a free state, because at finite temperatures thermal fluctuations would destroy any long-range correlation in one or two dimensions [1-4]. In 2004 a group of physicists from Manchester University, led by A. Geim and K. Novoselov found a way to extract a single layer of atoms from graphite [5]. They developed a technique called “micromechanical cleavage” to extract single sheets of atoms from three dimensional crystals of graphite, which is made of layers of graphene weakly bound together by van-der- Waals forces. Then simultaneous but independent observation of the quantum Hall effect from Andre Geim’s and Philipp Kim’s groups confirmed that the charge carriers in graphene are indeed massless Dirac fermions [6, 7]. The experimental isolation of free standing monolayer graphene and its novel transport properties led to an explosion of interest in graphene. There have been several reviews on graphene [1, 8, 9]. Next we will briefly discuss some of graphene’s exotic properties.

![Honeycomb lattice and its Brillouin zone](image)

**Figure 4.1**: Honeycomb lattice and its Brillouin zone. Left: lattice structure of graphene, made out of two interpenetrating triangular lattices ($a_1$ and $a_2$ are the lattice unit vectors, and $\delta_i$, $i=1,2,3$ are the nearest-neighbor vectors). Right: corresponding Brillouin zone. The Dirac cones are located at the $K$ and $K'$ points. Figure is taken from Ref[8].
4.1.1 Graphene atomic and electronic properties

Graphene is made out of carbon atoms arranged in a hexagonal structure, as shown in Figure 4.1 [8]. The structure can be seen as a hexagonal lattice with a basis of two atoms per unit cell. The lattice vectors can be written as

\[ a_1 = \frac{a}{2} (3, \sqrt{3}), \quad a_2 = \frac{a}{2} (3, -\sqrt{3}) \]  

(1)

where \( a = 1.42 \text{ Å} \) is the carbon-carbon distance. The reciprocal-lattice vectors are given by

\[ b_1 = \frac{2\pi}{a} (1, \sqrt{3}), \quad b_2 = \frac{2\pi}{a} (1, -\sqrt{3}) \]  

(2)

Figure 4.2: Band structure of graphene in the first Brillouin zone. The lower and upper bands represent \( \pi \) and \( \pi^* \) bands respectively. The zoom section shows the linear bands dispersion of the \( \pi \) bands at the K point. Figure is taken from Ref[8].

Of particular importance for the physics of graphene are the two points \( K \) and \( K' \) at the corners of the graphene Brillouin zone (BZ). The electronic dispersion around these six points is observed to be isotropic and linear in momentum, given by

\[ \varepsilon(q) = \pm v_F q \]  

(3)
Where $q$ is the momentum and $v_F$ is the Fermi velocity. This equation resembles the energy of Dirac electrons given by

$$
\varepsilon(q) = \pm \sqrt{m^2 c^4 + c^2 q^2}
$$

(4)

where $m=0$ and $c = v_F$. In this sense the electrons near the K points in graphene behave as massless Dirac particles and therefore the K points are also named Dirac points as the electrons can be described by the Dirac equation for relativistic particles. Most of the interesting properties of graphene are related to linear band dispersion at the K-point on the edge of the Brillouin zone. An immediate consequence of this massless Dirac-like dispersion is a cyclotron mass that has a square root dependence on the electronic density given as

$$
m^* = (\sqrt{\pi} / v_F) \sqrt{n}
$$

(5)

Where $n$ is the electron density and $v_F$ is the Fermi velocity. In a traditional two-dimensional system the cyclotron mass is constant, independent of the electron density. Another interesting effect characteristic of Dirac electrons is the Klein paradox. This effect refers to the possibility that massless Dirac electrons can propagate through a potential barrier with probability one. The experimental demonstration of Klein tunneling was recently achieved [10]. For a detailed review on this see Ref [11].

The electronic band structure is also responsible for different phenomena occurring in electrical measurements in graphene. These are the minimum conductivity, classical and quantum Hall effect and phase coherent phenomena, namely weak localization and universal conductance fluctuations [6]. Half-integer quantum Hall effect is based on the regular quantum hall effect with a non-zero Berry’s phase [6]. This non-zero Berry’s phase is the proof for the actual existence of Dirac type charge carriers. In
addition to these exotic properties of graphene that arise from its special electronic structure, graphene has also attracted a lot of attention from the application side. Being only a single atomic layer thick graphene is the ultimate nano-material. Prospects of large ‘wafers’ of graphene has opened speculations of using it to write structures and devices in it. Unlike its ‘cousin’, the carbon nanotube, the perceived advantage is that no elaborate techniques need to be designed to position these nanomaterials but instead graphene wafers can be patterned with similar lithography methods that are so extremely successful in microelectronics industry today. While the fabrication of microelectronics devices in graphene is still a long way off, concrete applications such as transparent electrodes for touch screen applications are very close to commercial use [12]. In the following we describe some materials science aspects that have enabled the fast development of graphene and that are the motivation of our studies.

4.1.2 Graphene synthesis methods

Graphene can be synthesized by different methods. The most common methods of graphene synthesis are (1) micromechanical cleavage, (2) thermal decomposition of SiC, (3) chemical methods, (4) segregation of carbon, and (5) decomposition of hydrocarbons. Each method has its own advantages and disadvantages. Here we will briefly describe each method.

4.1.2.1 Micromechanical cleavage

This method is often referred to as a scotch-tape technique, which relies on the weak van der Waals force between graphite layers. Novoselov et al. isolated graphene flakes from a commercially available highly oriented pyrolytic graphite (HOPG) [5].
They prepared many 5 μm deep mesas by dry etching in oxygen plasma. This structure was then put on a photoresist and baked, to stick the mesas to the photoresist. Then, a scotch tape was used repeatedly to peel off layers from the graphite sheet. Thin flakes, attached to the photoresist, were released in acetone. These flakes were transferred to a Si substrate, and were found to have single- to few layer graphene sheets. Therefore exfoliation is basically a repeated peeling process. Exfoliated graphene shows superior electronic and transport properties compared to all other synthesis methods. However, this method is not practical for large scale manufacturing.

4.1.2.2 Thermal decomposition of SiC

The growth of graphene on silicon carbide (SiC) surfaces by high temperature annealing in vacuum has been proposed as a route for large-scale production of graphene-based devices [2, 13, 14]. Thermal decomposition of SiC has an advantage that SiC substrates are insulating, so transfer to another insulator is not required. Therefore it is more likely they can be integrated with the existing microelectronic technologies. However, graphene synthesized on silicon carbide is not very uniform and of high quality. SiC has two polar faces, corresponding to a Si terminated face (0001) or a C terminated face (000-1). The graphene growth mechanism is quite different on either face. On the Si-terminated (0001) basal plane, vacuum annealing leads to small graphene domains typically 30-100 nm in diameter, whereas on the C-terminated (000-1) face, larger domains (200 nm) of multilayered, rotationally disordered graphene have been produced [15]. However it is difficult to control graphene thickness with this method. Recent experiments of synthesizing graphene ex situ (i.e. non ultrahigh-vacuum conditions) have shown promising results in controlling film thickness [16]. Another
The major disadvantage of this method is the high cost of production for SiC wafers, their limited size compared to silicon wafers, and the high processing temperatures well above current CMOS limits. Graphene obtained on SiC single crystals has good mobility, but this material may be limited to devices on SiC only, since transfer to other substrates such as SiO₂/Si has not been demonstrated yet and might be difficult [17]. For more information on epitaxial graphene on SiC see Ref [18-20].

![Figure 4.3](image)

**Figure 4.3:** (a) Schematic diagram showing the intercalation and exfoliation process to produce graphite nanoplatelets (GNP). (b) Schematic diagram showing the conversion process from graphite to chemically derived graphene. Figures are taken from Ref [1].

### 4.1.2.3 Chemical methods

Graphene can be synthesized by chemical means from graphite intercalation compounds and colloidal suspensions made from graphite, derivatives of graphite (such as graphite oxide) [1, 21]. Viculis et al. showed that thin graphite nanoplatelets can be formed by separating the graphite layers through intercalation with alkali metals followed by exfoliation with aqueous solvents [22]. They used potassium metal to intercalate a
pure graphite sheet and then exfoliate it with ethanol to form dispersion of C sheets (see Figure 4.3(a)). During sonication, the exfoliated nano-carbon sheets or graphitic nanoplatelets are formed.

In 2006, Ruoff and his coworkers demonstrated a solution-based process for producing single-layer graphene by chemical modification of graphite to produce a water dispersible graphite oxide [23]. This method uses ‘oxidation–exfoliation–reduction’ approach as shown in Figure 4.3(b) [24]. The graphene basal planes in graphite are first decorated with covalently bonded oxygen functional groups. This oxygenated graphite or graphite oxide is hydrophilic and water intercalates between the graphene oxide sheets. It readily exfoliates into single graphene oxide sheets through addition of mechanical energy (i.e. sonication) and dispersed as individuals sheets in aqueous solutions. These oxide sheets can then be reduced by thermal annealing or by chemical reducing agents. The advantage of this method is its low-cost and massive scalability. A disadvantage of this method is it also creates a large number of defects during the reduction step.

4.1.2.4 Segregation of carbon

Epitaxial graphene on transition metal and transition metal carbides have been known since long time [25-29]. Graphene layers on metals have been prepared by surface segregation of carbon-the samples are first doped with carbon (by keeping the sample in a CO atmosphere or in contact with graphite powder at elevated temperatures), then annealed to high temperatures which produce carbon segregation to the surface on cooling. If the concentration of bulk carbon is high enough then a single layer of graphene can nucleate and grow from the carbon segregating from the bulk during cooling. Higher concentration of bulk carbon can result in additional carbon being
expelled or precipitated from the bulk during cooling giving rise to multilayer graphene. It has been shown that controlled growth of monolayer of graphite can be achieved on metal substrates held at high temperatures with equilibrium segregation process [30, 31]. However non equilibrium carbon precipitation during cooling can give rise to multiple layers of graphene. For metals with high solubility of carbon (like Fe, Ni) multiple layers of graphene are formed easily than compared to metals with low solubility (like Pt, Ir). Multiple layers of graphene formed by precipitation of carbon can be suppressed by using a optimum cooling rate or using thin metal films as substrate [32].

Graphene on Ni is usually grown by dissolution of carbon in the bulk at ~ 1000°C then followed by segregation to the surface [33]. The amount of carbon doping in Ni sample depends on the solubility of carbon in nickel, which can be determined from Ni-C phase diagram [34]. In the equilibrium state, the carbon solubility in nickel at a eutectic temperature of 1319°C is ~2.7 at %. Recently Saenger et. el. showed that graphitic carbon is produced both during heating and cooling of amorphous C/Ni bilayers [35]. Their x-ray diffraction (XRD) measurements showed graphitic carbon formation beginning during heating at temperatures T of 640–730 °C where carbon solubility in Ni is still low. Therefore they concluded that graphitization occurs by direct metal-induced crystallization, rather than by a dissolution/precipitation mechanism in which C is dissolved during heating and expelled from solution upon cooling.

4.1.2.5 Thermal decomposition of hydrocarbons

Graphene on metal substrates can also be synthesized by decomposition of hydrocarbons. The hydrocarbon molecules are either adsorbed at room temperature, after which the samples are annealed to decompose the molecules and desorb the hydrogen, or
the molecules are directly adsorbed on the hot samples where it decomposes and hydrogen desorbs. The surface of the metal acts as a complete dehydrogenation catalyst, so the reaction stops after a monolayer of graphene is formed. For the decomposition method mostly ethylene is used, but propene, methane, acetylene, CO, and larger hydrocarbon molecules are also used. For the thermal decomposition method quality of the graphene film depends on the temperature of the substrate and the amount of hydrocarbon exposure. For this method to be operational transition metal catalysts with small carbon solubility are used so that the carbon remains at the surface. Typical materials for which this self-limiting graphene-monolayer growth applies are Cu and Ir. For metals with high solubility (like Ni) however this method cannot be fully separated from the carbon segregation method. While Ni is a good dehydrogenation catalyst the produced carbon diffuses easily into the bulk. Therefore there is no self-limiting graphene formation, but rather carbon dissolved in the bulk re-segregates to the surface when graphene grows (see our discussion in section 4.3.2.)

Most applications require graphene on an insulating substrate and so graphene grown on a metal must be transferred to another appropriate substrate or processed in some other way. In this case, etching of the underlying metal substrates allows the graphene films to be transferred to other substrates. Etching of Cu, Ni and Ru is relatively straightforward however wet etching of Ir is extremely difficult. Most of the methods of transferring graphene films on insulating substrates have used disposable PMMA or PDMS films [36, 37]. Recently Bae et al. reported the roll-to-roll production of predominantly monolayer 30-inch graphene films grown by high pressure CVD onto flexible copper substrates [12]. Their method has three essential steps: (i) adhesion of
polymer supports to the graphene on the copper foil; (ii) etching of the copper layers; and (iii) release of the graphene layers and transfer onto a target substrate.

4.2 Epitaxial graphene on metal substrates

Epitaxial graphene was first observed on Pt single crystal substrates in the 1960’s [38-40]. During sample preparation carbon impurities segregate from the bulk to the surface, forming graphitic layers which consist of few layer or monolayer graphene. The recent explosion of research in graphene has led to resurgence of interest in graphene on metal substrates. Graphene on metals is a viable route of growing large areas of high quality graphene with few defects. Graphene layers on metal surfaces have been prepared by two methods, by segregation of bulk-dissolved carbon to the surface, and by surface decomposition of carbon-containing molecules (discussed in section 4.1).

Figure 4.4: Atomically resolved STM image of the Moiré structure of graphene on Ru(0001). Figure is taken from Ref[35].
Graphene has been studied the most on Pt(111), Ir(111), Ru(0001), and Ni(111) substrates [29]. Moiré patterns are observed on most of the metal substrates due to large lattice mismatch between graphene and fcc or hcp metal substrates. Ni(111) and Co(0001) are exceptions where they form (1x1) structures because of small lattice mismatch of less than 2% [41, 42]. The rotation of two hexagonal lattices with close lattice match gives rise to a hexagonal superstructure or Moiré patterns. STM images of the Moiré structures of the hexagonal systems display typical patterns with large unit cells. A typical STM image of a Moiré pattern on Ru(0001) substrate is shown in Figure 4.5.

The graphene/metal interfaces are also considered a model system to investigate interaction between graphene π-bands and the metal bands. This is relevant for making contacts between graphene and metal electrodes. The charge transfer between graphene and the metal substrate modify the band structure of graphene by opening a band gap. Thus epitaxial graphene grown on metal surfaces is doped either with electrons or holes. The amount of doping or charge transfer depends on the difference between metal and graphene work functions. The interaction between graphene and the metallic substrate depends on the type of substrate. The interaction of graphene with metals can be subdivided into strong and weak interaction. The stronger the interaction between graphene and the metallic substrate, the larger is the charge transfer. The characteristic electronic structure of graphene is significantly altered by chemisorption on Co, Ni, and Pd, but is preserved by weak adsorption on Al, Cu, Ag, Au, and Pt. In case of chemisorption graphene is strongly bonded to the surface, so it is closer to the metallic
surface. The separation between graphene layers in a graphite crystal 3.35 Å while the separation between graphene and the Ni(111) substrate is 2.11 Å.

Ni is widely used as a graphene substrate material due to its excellent lattice match and ease of etching for transfer to other substrates. For these reasons we also chose Ni as the material for our studies. Before we describe our results, I briefly review previous experimental results of graphene on Ni substrates.

### 4.3. Carbon on Ni surfaces

The interaction of carbon with Ni surfaces is extremely important for catalysis applications. In both the steam reforming of methane and the CO methanation reaction, different carbon phases have been identified on the Ni-based dispersed catalysts [43-47]. Carbon on metal surfaces can exist in several states or surface phases, i.e., adsorbed atoms, surface carbide, graphene and graphite [48]. The carbon phases can be distinguished on the basis of their line shape in Auger electron spectroscopy and energy electron loss spectroscopy [49-51]. Surface carbon can experience phase transformations, passing from one phase to another. In the methanation reaction, carbidic carbon forms at temperatures < 600 K and is the active carbon species participating in the catalytic process. At temperatures beyond 700 K, graphitic carbon forms which results in a loss of reactivity to hydrogen and therefore leads to a poisoning of the catalyst. The carbon nickel system has been studied by many groups. Some of them prepared carbon on transition metal surfaces by segregation of carbon from bulk while others used decomposition of hydrocarbons or carbon monoxide. I will briefly discuss some surface science studies of carbon nickel system prepared by both methods.
The segregation and precipitation behavior of carbon-saturated Ni-crystals has been thoroughly studied by Blakely and co-workers more than 30 years ago [52-54]. Shelton et. al. carried out some experimental studies of carbon segregation on the Ni(111) surface containing 0.3 atomic % carbon [53]. They doped Ni sample with carbon by holding the sample in a quartz capsule filled with graphite powder at high temperatures. Three phases of carbon were observed on Ni(111) saturated with carbon. At high temperatures \( T > 1180K \) carbon was present in a dilute phase as chemisorbed atoms with very low coverage (Phase A). Cooling the crystal below \( T<1180K \) results in segregation of carbon atoms as monolayer of graphene (MG) to the surface (Phase B). This surface layer is identified as an equilibrium segregated phase. Cooling further below \( T<1065K \) causes carbon precipitation and formation of multilayer graphitic carbon (Phase C). An abrupt reversible transition occurs from Phase A and Phase B and the transition temperature is a function of carbon doping level and is \( \sim 1000K \) for a crystal containing \( \sim 0.15 \) atomic % carbon [52]. Eizenberg and Blakely also studied carbon segregation behavior on surfaces vicinal to (111) and on the (311) and (110) planes [30]. Here also they observed an abrupt segregation of a graphitic monolayer similar to the Ni(111) surface. For the (100) and (210) monolayer graphite condensation was observed but the high temperatures carbon was characterized by carbidic lineshape in AES spectra. Hamilton and Blakely also investigated carbon segregation behavior on Pt, Pd and Co single crystal surfaces [31]. For Pd(100), Pd(111) and Co(0001), they observed carbon segregation with evidence for a surface phase transition of the type previously reported for Ni(111). The surface segregation and precipitation mechanism of epitaxial graphite layers on carbon doped Ni(111) were also investigated by XPS by Fujita and Yoshihara.
They also verified the three phases of carbon present in Ni(111) as shown by Blakely et. al.

Interaction of hydrocarbons and CO with low index Ni surfaces has been studied with different techniques [56-66]. Goodman and co-workers used Auger analysis to identify two types of carbon species after the reactions of carbon monoxide and ethylene on Ni(100) at 600 K [64]. Rosei et al. measured the structure of graphitic carbon on Ni(111) by surface extended energy loss fine structure (SEELFS) [49]. They also studied the electronic property of carbidic and graphitic overlayers on Ni(111) using photoemission, energy loss and ionization loss spectroscopic techniques [67]. Nakamura and his coworkers investigated carbide formation on Ni(111) using CO and C₂H₄ as the carbon source, by STM, AES and LEED [56, 57]. They showed that the growth mode of carbide islands on Ni(111) was different depending on whether CO or C₂H₄ was used - carbide growth started at step edges (terrace sites) on Ni(111) for CO (C₂H₄). Usachov et. al. investigated structure of graphene on the Ni(111), (110), (755), and (771) single-crystal surfaces with STM [68]. Laegsgaard and his coworkers investigated ‘clock reconstruction’ induced by surface carbide formation on Ni(110) and Ni(111) by scanning tunneling microscopy (STM) [59, 61, 62]. They showed that on both surfaces carbide phase is formed with 0.2–0.6 ML carbon coverage. For higher coverages the graphitic phase was stable. In summary, ordered carbon species on Ni are characterized as either carbidic or graphitic, with the carbidic form being the catalytically active species. On all the surfaces of Ni the carbides were prepared at an intermediate temperature between 400 and 700 K; the graphitized surfaces were obtained by heating the carbide layers to 700 K and above.
Carbide on Ni(111) has a very complicated structure. A schematic LEED pattern for the surface carbide on Ni(111) is shown in Figure 4.5(a). The main features of this LEED pattern are 12 groups of five spots, situated close to a circle through the lowest integer order beams. This pattern is characteristic of the carbidic phase on Ni(111) and indicates that six rotational domain of the carbidic phase are present on the surface. McCarroll et al. produced the carbidic phase by exposure to ethylene (C\textsubscript{2}H\textsubscript{4}) and concluded that the diffraction pattern can be explained by assuming that the surface had transformed into a slightly distorted ~ 5 x 5 Å\textsuperscript{2} square structure with a coincidence cell given by $\begin{vmatrix} 7 & 2 \\ 2 & 7 \end{vmatrix}$ in matrix notation or $\sqrt{39}R16.1^\circ \times \sqrt{39}R16.1^\circ$, where $R$ denotes

**Figure 4.5:** (a) Schematic LEED pattern at primary energy 50 eV from the carbidic phase on Ni(111). The pattern is generated by the nearly quadratic ~ 5 x 5 Å\textsuperscript{2} surface mesh. Filled and open circles are Integer and Fractional order spots respectively. Figure is taken from Ref[55]. (b) LEED pattern of carbide taken with primary energy of 62 eV.
rotation in the opposite sense to R [69]. Hirano et al. and Nakamura et.al studied the catalytic activity of Ni(100) and Ni(111) surfaces for the methanation reaction of CO [70, 71]. They accidentally obtained a single-domain carbide on a Ni(111) surface by the segregation of carbon which allowed them to deduce the structure of the carbide overlayer on the Ni(111) surface which was the same as proposed by McCarroll. They showed that the carbide overlayer on Ni(111) has exactly the same arrangement of carbon atoms as that of the (2 × 2)p4g structure on the Ni(100) surface. The reconstruction of Ni(100) on formation of carbide is also known as clock reconstruction. Similarly the Ni(111) surface undergoes reconstruction into a Ni(100) type surface with the density of Ni atoms in the topmost layer reduced by ~10%. A schematic diagram of the clock reconstruction of carbide on Ni(111) is shown in 4.7(a). Ni atoms rotated clockwise and anti-clockwise by ~ 15 ° around the C atoms which form a quadratic mesh. As shown in Figure 4.7(b), this mesh is tilted by ~ 3 ° relative to a close-packed (110) direction in the underlying substrate. The coincidence cell \[ \frac{7}{2} \begin{pmatrix} 2 \\ 0 \end{pmatrix} \], is almost square, with side lengths of ~15.5 Å and with angles of ±16.1 ° to close-packed (110) directions in the Ni(111) layer underneath.
Graphene on Ni(111)

Nickel has an fcc structure with lattice constant 3.51 Å. The lattice misfit between Ni(111) and graphene is less than 2%. Carbon can adsorb on top site, bridge site or the two inequivalent hollow sites, the fcc site and hcp site (directly above Ni atoms in the second and third substrate layers, respectively). Three possible adsorption geometries are possible, which will give rise to a (1x1) LEED pattern. In the first model (Figure 4.7(a)), all carbon atoms are located at the three-fold hollow sites. In the second model (Figure 4.7(b)), one carbon is located at the on-top site of the topmost Ni atoms, while another exists at the hcp hollow site. In the last model (Figure 4.7(c)), two carbon atoms of the unit cell are situated either at the on-top site or at the fcc hollow site. There has been
some debate regarding which of these structures is the most energetically stable.

![Diagram of different adsorption geometries of graphene on Ni (111)](image)

**Figure 4.7**: Top view of different adsorption geometries of graphene on Ni (111) (a) hcp-fcc, (b) top-hcp and (c) top-fcc. (d) Side view of graphene nickel interface for top-fcc model. Figures are taken from Ref[66].

From SEELFS experiments Rosei et. al concluded that the carbon atoms occupy the hollow sites (fcc and hcp) and calculated carbon-Ni distance of graphene/Ni(111) to be 2.8 Å, which is smaller than the interplanar distance in graphite [49]. Klink at. al. concluded from STM measurements that carbon atoms in graphene on Ni(111) occupy fcc and hcp hollow sites [60]. Gamo et. al, on the other hand, concluded from LEED I-V analysis that the most stable structure of graphene is with half the carbon atoms on top site and the other half on fcc hollow site [72]. They calculated the MG-Ni distance between the first layer to be 2.11 Å (see Figure 4.7(d)). This was confirmed by Li⁺-Impact Collision Ion Scattering Spectroscopy (ICISS) measurements for Graphene/ Ni(111) surface by Kawanowa et al.[73]. They show that the C atoms are located on top
and fcc hollow sites, and the spacing between MG and Ni is 0.21 nm. The atomic and electronic structure of the MG/Ni(111) interface was calculated by Bertoni et al. using density functional theory [74]. They found the most stable structure is where carbon atoms are on top and fcc hollow sites, in agreement with LEED I-V and ICISS experimental conclusions. They also found that the electronic structure of the graphene layer is strongly modified by interaction with the substrate and the magnetic moment of the surface nickel atoms is lowered in the presence of the graphene layer. DFT calculations by other groups have also shown the stable structure to be on top-fcc and the distance between C-Ni to be ~0.21 nm [75, 76]. Recent DFT analysis though have concluded that a bridge/top configuration was the most stable structure for graphene on Ni(111) [77].

![Figure 4.8: Electronic structure of graphene on Ni(111) along ΓK (a) before and (b) after intercalation with 1 ML Au leading to a 2 eV shift and the closing of the gap at K. Figure is taken from Ref[73].](image)
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\textbf{Figure 4.8:} Electronic structure of graphene on Ni(111) along ΓK (a) before and (b) after intercalation with 1 ML Au leading to a 2 eV shift and the closing of the gap at K. Figure is taken from Ref[73].
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Graphene grown epitaxially on Ni(111) has an electronic structure quite different to free standing graphene. The $p_z$ orbitals of graphene hybridize with the Ni 3d orbitals, as both of them are perpendicular to the surface. As a result some charge is shifted from the 3d band into the empty $\pi^*$ states of graphene, causing an energy shift of the $\pi$ bands. The $\sigma$ bands are less affected because of the geometry of the orbitals and their energy position with respect to the Ni 3d band. This charge transfer from Ni 3$d$ and C 2$p_z$ orbitals create a surface dipole with its negative side facing the vacuum. The $\pi$ band of the adsorbed graphene is shifted upward to lower binding energy (i.e. the orbitals shift closer to the Fermi level) by more than 2 eV [78]. The $\sigma$ bands are also downshifted, but by less than 1 eV. The opening of the band gap can also be explained from symmetry arguments. The two carbon atoms of the graphene unit cell are located at nonequivalent positions on the Ni(111) substrate, one on top of nickel atom and the other in the hollow site, which removes the symmetry of the sublattices, thus creating a band gap.

4.4 Results and Discussion

In this section we discuss our results on graphene research. The results and discussions section are divided into four subsections. In the first subsection we discuss the growth and stability of graphene on Ni(111) substrate. In the second we present the results of graphene growth from surface carbide phase on Ni(111) substrate using STM measurements. In the third subsection we discuss the results of our investigations on the effect of annealing Ni clusters deposited on MG/Ni(111). In the fourth subsection we discuss our observation of novel extended line defect on MG/Ni(111). Finally we summarize the results of these experiments.
4.4.1 Growth and stability of graphene on Ni(111) substrate

Growth of graphene on Ni(111) under UHV conditions has been studied before [66, 67, 72, 79-82]. Exposing a clean Ni(111) surface to hydrocarbons either yields a surface carbide or graphene. The surface-carbide phase forms upon thermal decomposition of hydrocarbons at low temperatures while graphene generally forms at higher temperatures between 500-700 °C. Recent time-dependent x-ray photoemission (XPS) studies showed that graphene grows on a clean Ni(111) surface, i.e. in the absence of a carbide (25). Here we re-examine these growth scenarios with specific focus on the interplay between carbide and graphene growth on Ni(111) surface. We find that graphene is thermodynamically favored surface termination of Ni below 650 °C. At higher temperatures, carbon is dissolved into the bulk forming a clean Ni(111) surface. At temperatures below 480 °C surface carbide growth dominates over formation of graphene. However, once the carbide is destabilized graphene may grow below 480 °C as well. We also demonstrate that the formation of this ordered surface-carbide substantially influences the graphene formation and thus makes nickel a special case compared to other graphene forming transition metals that do not exhibit a similar surface carbide phase.

Carbide or graphene surfaces were formed by exposing the Ni(111) surface by decomposition of ethylene in an ultrahigh vacuum (UHV) chamber. At a sample temperature below 480 °C, surface carbide is formed. This carbide is identified by LEED as well as by Auger electron spectroscopy (AES). AES was used to discriminate between graphene and a surface carbide layer. This is possible because the carbon KVV AES line has very characteristic and distinct shapes for both sp² hybridized carbon and carbidic
carbon [43, 83-87](see section 2.3). Figure 4.9 shows this C-KVV line for the surface carbide and a graphene monolayer. In addition to the distinct line shapes for the different carbon species, their intensity also reflects the difference in carbon concentrations in carbide and graphene monolayers. For graphene there are two carbon atoms per Ni-atom, i.e. a graphene layer has the equivalent of 2 monolayers (ML) of carbon, where 1 ML corresponds to the number of Ni-atoms in a Ni(111) plane. In contrast, the surface carbide phase contains only 0.5 ML of carbon.

![Figure 4.9: Auger electron spectra of monolayer carbide and monolayer graphene on a Ni(111) surface. (a) and (b) show the carbon-KVV Auger peak for carbide and graphene, respectively. (c) shows the carbon peak intensity in relation to the Ni-LMM peaks for carbide and graphene.](image)

Above 480 °C the phase stability temperature for the surface carbide is reached and the carbide dissolves, forming a clean Ni(111) surface. Keeping the sample above 480 °C in vacuum eventually results in the nucleation and growth of graphene on pure Ni. This nucleation and growth process can be monitored by AES as shown in Figure
4.10(a), which shows the time sequence of Auger spectra during annealing to 480 °C in UHV of a sample initially exhibiting a surface carbide phase. Upon annealing, the carbide Auger signal almost immediately disappeared forming a clean Ni(111) surface. After some time delay a carbon signal reappears. However, the reemerging carbon signal is from sp² carbon. This carbon signal increases slowly with time and eventually saturates as a complete monolayer of graphene was formed. Figure 4.10(b) shows the intensity evolution of this carbon signal as a function of time. The absence of carbide signal during the growth indicates that graphene grows on clean Ni(111) in agreement with a recent XPS study [88].

![Figure 4.10](image)

**Figure 4.10**: Time evolution of the carbon peak after annealing of a carbide-covered surface to 480 °C. (a) shows the C-KVV peak for the carbide and for different time periods after raising the temperature to 480 °C. In (b) the change in the peak intensity is plotted versus time. After raising the temperature the carbide C-KVV peak disappears almost immediately and graphene is formed after some time period after ~400 min the entire surface is covered by monolayer graphene.

The carbon peak intensity in AES is proportional to the area covered by graphene and therefore the change in intensity indicates the graphene growth rate. It is evident that
initially the growth rate increases, suggesting that the growth rate scales with the circumference of the graphene grains. In other words, the growth rate is determined by the attachment of carbon to the graphene and not by the rate of carbon segregation to the surface. This is in agreement with studies on other transition metal surfaces that indicate a significant barrier for carbon attachment to graphene sheets on top of the metal [89, 90]. Thus in a temperature range of 480 °C to ~ 700 °C graphene grows on Ni in a similar growth mode as on other transition metals.

Annealing the sample continuously at 400 °C in vacuum after carbide formation can result in one of two scenarios that are difficult to control. Either the carbide remains stable for hours or graphene nucleates and then grows slowly with time. The time evolution of the AES signal for the second scenario is shown in Fig. 4.13. This AES signal is a superpositioning of carbide and graphene signals. To identify the percentage of the carbide converted into graphene, a pure graphene AES spectrum is mixed with a pure carbide AES spectrum. The weights of the two spectra are varied to closely match the experimental data. This deconvolution of the carbon peak into graphene and carbide signals indicates that the graphene content increases at the expense of carbide. This means that the graphene phase grows by consuming the surface carbide. The fact that certain carbide samples remain stable for a long time (exceeding the time of the experiment, i.e. longer than 2h) may indicate that either there is not enough carbon in the sample to form graphene or the carbide layer suppresses graphene formation. The latter would also explain why samples exposed to hydrocarbons at 400°C for longer periods do not transform into graphene.
To test whether the presence of carbide results in a barrier for graphene’s nucleation, an experiment has been designed to deliberately destabilize the surface carbide. The carbon-nickel bond is fairly strong which facilitates the carbide formation. Adding another element that does not form strong bonds with carbon, but interacts strongly with Ni atoms of the carbide should destabilize the surface carbide. A good candidate is copper, because it interacts weakly with carbon. In addition, it is known that Cu interacts strongly with Ni in the bulk, forming an isomorphous Cu-Ni alloy with a complete liquid and solid solubility of its constituents [91]. However, due to the lower

**Figure 4.11**: Transformation of a carbide into graphene at 400 °C. (a) Change of the C-KVV Auger signal as for different annealing times. An example of peak deconvolution into a carbide and graphene components is shown in (b) for the C-KVV peak after 90 min annealing. The black-solid curve is from a pure carbide, the dashed line is pure graphene, the square symbols show the experimental data and the dark blue line is a mixture of 52% carbide and 48% graphene signal. This mixture gives a good fit to the experimental data. The variation of the carbide and graphene contribution to the total signal is shown in (c) as a function of annealing time.
surface energy of copper compared to nickel, Cu stays at the surface at moderate temperatures [92]. Therefore, in order to explore the potential of Cu to destabilize the carbide phase, sub-monolayer amounts (0.25 ML) of copper were deposited onto a surface \( \text{Ni}_2\text{C} \). The stability of the nickel carbide was tested prior to copper deposition and it was found to be stable at least for 90 min at 400 °C. After copper deposition at room temperature, the surface carbide phase was still present. However, annealing to 400 °C immediately caused a disappearance of the carbon signal, indicating the destabilization of the carbide by Cu and diffusion of the carbon into the bulk. After some time delay carbon re-emerged at the surface in the form of graphene and the C-AES signal grew with time. The time sequences of the carbon AES-signal is shown in Fig. 4.14. The graphene growth in the presence of copper is very similar to the growth on pure Ni at temperatures

![Figure 4.12: Destabilization of surface carbide by alloying with Cu. C-KVV Auger peak (a) and full Auger spectrum (b) for (i) surface carbide (blue), (ii) after deposition of ~0.3 ML Cu at room temperature (black), (iii) annealing at 400 °C for 3min (red), and after 152 min (green). It is apparent that after annealing to 400 °C the carbide peak disappears and graphene is slowly formed.](image-url)
above 480 °C in the sense that in both cases pure graphene phase is grown without any co-existent carbide phase. Furthermore, the experiment with copper deposition demonstrates that the system had sufficient carbon content dissolved in the bulk to support graphene growth. The fact that the sample containing surface carbide was not converted into graphene, but such conversion took place as soon as the carbide was destabilized by copper, reveals the role of the carbide layer as an inhibitor for graphene’s nucleation.

The existence of two carbon containing thermodynamic equilibrium phases on Ni, carbide and graphene, makes Ni unique compared to other transition metals. These two phases differ in their carbon content and phase stability temperature. The surface Ni$_2$C phase has carbon concentration of 0.5 ML compared to 2ML for graphene. Furthermore, the surface carbide has a lower phase stability temperature and dissolves into the bulk at ~460 °C, while monolayer graphene is stable up to ~650 °C on Ni(111), before carbon dissolves into the bulk. The higher thermal stability of graphene suggests that it has a lower formation energy compared to the carbide surface phase. Also once graphene is formed it is stable never converts into a carbide below 650 °C.

If graphene is favored why does the surface carbide form at all? For a low carbon concentration the surface carbide is the thermodynamic equilibrium phase. To form the lower-energy graphene phase more carbon needs to be added to the surface layer. Furthermore, it appears that the carbide forms very rapidly while the graphene growth is rather slow, indicating a large kinetic barrier for graphene growth. Therefore, exposing the surface to carbon at the temperature, at which the carbide is stable, the carbide phase forms first. This carbide phase is a line-phase, i.e. it has a fixed carbon concentration,
within the carbon-Ni surface phase diagram. As a consequence, it is difficult to add carbon to this phase, because for an ordered line-phase small changes from its ideal composition increase its free-energy, which makes any compositional variations highly unfavorable. For the atomic-thick carbide-phase avoiding a change in its composition is easy because the Ni-bulk can ‘soak-up’ any excess carbon. Consequently, since an increased carbon density is the prerequisite for nucleating the carbon-denser graphene, the presence of the carbide phase at the surface suppresses graphene formation. The evidence for the suppression of graphene nucleation in the presence of a surface carbide comes from several experimental observations: (i) Graphene is not formed if the sample is exposed at 400 °C to ethylene and only a surface carbide is formed, (ii) some of the surface carbides once formed are stable in vacuum at 400 °C for hours, (iii) if the surface carbide is destabilized by sub-monolayer copper deposition, graphene can nucleate and grow, indicating that there has been enough carbon in the sample to form graphene, but the carbide had prevented its formation.

The fact that we sometimes observe a conversion of carbide into graphene at 400 °C, is not inconsistent with the scenario of carbide suppressing graphene nucleation. This is because local inhomogeneities exist within a macroscopic sample, which may act as nucleation sites for graphene. Therefore it appears that the carbide only suppresses nucleation of graphene but does not prevent its growth once nucleated. The growth of nucleated graphene in the presence of carbide is supported by the observation of carbide conversion into graphene as shown for example in Figure 4.17 and this is also further studied in the next subsection.
At above 480 °C, i.e. at a temperature where the carbide is dissolved, graphene can nucleate on the bare Ni-surface, similar to graphene growth on many of the other transition metal surfaces. If the carbide is destabilized, either by heating the sample above the carbide phase stability temperature or chemically by copper addition, the carbon atoms from the carbide phase first dissolve into the bulk and then later reappear to form graphene. The fast disappearance of carbidic carbon and the slow graphene growth indicates that the carbon diffusion is much faster than the graphene growth process. Information about the graphene growth rate can also be obtained from the AES peak intensity which is a direct measure of the portion of the surface covered with graphene. The variation of the peak intensity as a function of time, shown in Figure 4.10, indicates that the growth rate is strongly non-linear. This is in agreement with the assertion that the graphene growth rate is not limited by the carbon diffusion to the surface, because for a diffusion limited growth one would expect the growth rate to be linear with time. Instead, the carbon attachment to the growing graphene appears to be the rate limiting process. Large barriers for carbon attachment have also been reported for graphene growing on other transition metal surfaces [89, 90]. In these reports the attachment barrier for carbon atoms to the edges of the graphene sheet was associated with the strong bonding of carbon ad-atoms to the transition metal substrate compared to the relative weak interaction of the graphene sheet with the substrate. This may also contribute to the growth barrier for graphene on Ni(111). In addition, DFT calculations done by our collaborators indicate that the edge carbon atoms of the graphene form strong bonds with Ni substrate. Therefore, in order to add the carbon atoms to the edge, the strong carbon-nickel bonds have to be broken which also contributes to the kinetic growth barrier. Such
a barrier for carbon attachment suggests that the growth rate increases as the total number of edge atoms in the graphene island increase. This means that as the graphene islands grow and their circumference increases, the carbon attachment rate increases resulting in an accelerated growth. This is observed in the AES peak intensity plots shown in Fig. 4.10(b) for less than 150 min, i.e. during the initial growth stages. For longer growth times, i.e. at higher graphene coverage, when the graphene grains coalesce, the growth rate decreases again and eventually growth stops as the monolayer is completed. It appears that the growth rate for graphene as measured in AES differs for different sample preparation conditions. Therefore, it seems tempting to use this data to extract information on growth barriers. Unfortunately, this is not possible because the key information on the nucleation density is not available in these AES data.

### 4.4.2 Graphene formation on Ni(111) by transformation of a surface carbide

In the previous subsection we have seen by AES that the ordered surface carbide on Ni(111) can be transformed into graphene. This process is different for graphene formation on other transition metal substrates that do not exhibit surface carbide phase, or graphene growth on Ni above 480°C where the carbide is unstable. Since the transformation of carbide into graphene is unique to nickel we investigate this process further with the goal of gaining fundamental insight of how this growth process of graphene differs from the growth on other transition metal surfaces.

Here, we describe scanning tunneling microscopy (STM) investigations on a Ni(111) single crystal that give atomic-level insight in phase-coexistence of the Ni-carbide surface phase (see section 4.3.1) and graphene under certain experimental
conditions. We show that the surface confined carbide phase lies in the same surface layer as the forming graphene sheet. Furthermore, these two phases match perfectly at their boundary forming a coincidence structure that facilitates the transformation process.

(a)  
(b)  

Figure 4.13: (a) STM image of Ni$_2$C. In STM the carbon atoms are imaged dark allowing for an identification of the quasi-square Ni$_2$C sub-lattice (black dashed lines). The large co-incidence unit cell between the Ni$_2$C and the Ni(111) substrate is indicated by the green lines. (b) STM image of graphene on Ni(111).

In order to obtain atomic-scale information on the carbide transformation into graphene, STM is used to characterize samples that exhibit a partially converted carbide layer, i.e. a carbide-graphene phase co-existence. STM images of the Ni$_2$C phase show the quasi-square clock-reconstruction introduced in section 4.3.1, can be seen in Figure 4.11. In these images the location of carbon atoms are imaged as dark as previously reported [60]. Figure 4.12(a) shows the structural complexity of surfaces that have been prepared to exhibit both graphene and carbide phases. All domains present at these surfaces can be identified as either carbide or graphene. In contrast to graphene grown above 480 °C, i.e. in the absence of carbide, areas are observed with the graphene lattice
rotated relative to the Ni(111) substrate. This rotation is apparent in STM images by the formation of a Moiré pattern. The rotation of two hexagonal lattices with close lattice match gives rise to a hexagonal superstructure. From the known lattice constants and the periodicity of the Moiré superstructure of 2.7-3 nm, measured in STM, the rotational angle between the two lattices is obtained as ~3°. Moiré patterns of graphene-layers on metal surfaces have been observed for many materials (see section 4.2) [29, 93-95]. Usually this is a consequence of the lattice mismatch between graphene and the substrate lattice. For Ni(111) the lattice mismatch is very small and no Moiré pattern is expected, nor has it been observed for high temperature growth conditions. Therefore, this Moiré pattern is not a feature of an equilibrium structure but rather an indication of the specific growth mechanism by the conversion of a surface carbide as discussed below.

In high resolution STM images as shown in Figure 4.12(c) the boundary between the graphene and the carbide phases is clearly seen. The excellent match at the 1D boundary indicates the close geometrical lattice relationship between graphene and the surface carbide phase. Importantly, the STM imaging clearly demonstrates that the graphene and carbide co-exist in the same atomic plane. This is in stark contrast to the growth of graphene above 460 °C or on other transition metal surfaces where the graphene sheet grows on top of the metal exposing ‘free’ graphene edges[89, 94].

Figure 4.12(d) shows a detailed view of the domain boundary between a carbide phase and a graphene layer. The phase boundary shows an excellent lattice-match between the two phases, with the hexagonal graphene lattice and the square carbide lattice clearly discernable in the two phases. The fact that the two lattices join ‘seamlessly’ at the boundary indicates the formation of a coincidence lattice. A close
match of the lattices in heterostructures reduces the interface energy and this is widely exploited in epitaxial thin film growth. In contrast to thin films, where the interface is two-dimensional, the interface between two 2D materials, like graphene and surface nickel carbide, is a one dimensional line. Therefore this study shows that similar principles that dominate growth of three dimensional materials may also apply for atomic-layer thin 2D materials.

Further evidence that the coincidence structure between graphene and the carbide phase defines the growth of graphene comes from the observed Moiré pattern. The ~ 3° rotation angle between the graphene and the Ni(111) substrate that causes the Moiré pattern is identical to the rotation of the surface nickel carbide layer as indicated in Figure 4.6(b). Therefore, the Moiré pattern is a consequence of the graphene layer adopting the same rotation angle as the nickel carbide phase. This is explained if graphene nucleates within the carbide phase and minimizes its (in-plane) phase-boundary energy by adopting a coincidence structure with the carbide.

The discovery of two distinct growth regimes of graphene on Ni(111) surfaces indicates the complexity of this process. The formation of a surface confined carbide and the possible coincidence lattice between the carbide and the graphene are special properties of Ni indicating that there may not be a ‘universal’ growth mechanism for graphitic nanomaterials. Understanding this diversity will enable a better control of growth of materials with desired properties. In addition to understanding the growth of graphene the formation of a one dimensional interface between carbide and graphene has implications for making contacts to graphene and for tuning graphene properties. Especially doping and introduction of ferromagnetism in graphene-nanoribbons by
decoration of the edges of graphene with metals is being discussed theoretically. The graphene/carbide interface described here offers an approach to experimentally placing Ni-atoms at the boundary of a graphene sheet.

![Figure 4.14: STM of a coexistence of carbide and graphene phases. (a) Large scale image showing regions of graphene and carbide as indicated in (c). Large areas of the sample are covered with a graphene Moiré pattern formed by rotation of the two hexagonal lattices of the graphene layer and the Ni(111) surface by 3°. The area highlighted by the square in (a) is shown in (b). A further zoom of the domain boundary region between graphene and carbide highlighted in (b) is shown in (d). On the left side of (d) the hexagonal structure of the graphene domain can be identified while the right side shows the quasi-square structure of the carbide. The domain boundary between the two phases is in the same atomic plane and smooth, i.e. without any defect pattern. This smooth interface indicates that the two phases form a one-dimensional co-incidence structure at the interface. A superpositioning of the carbide and graphene lattices is indicated in (e).](image)

4.4.2 Growth and stability of Ni deposited on graphene/Ni(111)

To further investigate the Ni/graphene interactions we vapor-deposited Ni on top of a graphene sheet supported on a Ni(111) substrate. This results in Ni-cluster formation on top of the graphene and formation of local Ni/graphene/Ni sandwich structures. The Ni
cluster growth was monitored by AES and STM. Upon annealing local carbide grains are produced. The temperature range and kinetics of this carbide formation process temperature dependent AES and CO-TPD studies have been performed.

Figure 4.15: Ni deposition on Ni(111) supported graphene. (a) Auger peak intensity of C-KVV and Ni-LMM as a function of deposition time. The slow gradual change in the slope of the C-KVV intensity indicates cluster growth. (b) STM images of Ni-deposits on graphene at room temperature. 3D Ni-clusters with well defined (111) facets are formed. The height/width ratio of these clusters is plotted against the cluster width in (c). This ratio corresponds to the work of adhesion. An increase in the work adhesion with cluster width is observed that seems to saturate ~3.5 J/m². C-KVV Auger peaks are shown in (d). The pristine graphene peak is shown in red, after deposition of Ni at room temperature the graphene peak is attenuated (blue). Annealing to 300 °C for 15 min results in a (partial) transformation of the graphene into carbide (green). Prolonged annealing at 300 °C (30 min) reforms the graphene peak (magenta).
Auger electron intensities for the Ni-LMM and C-KVV peaks as a function of Ni-deposition are shown in Fig. 4.15 (a). The carbon signal displays a continuous attenuation with increasing Ni deposition. However, the attenuation is non-linear indicating that the deposited Ni does not grow in a layer-by-layer fashion but instead forms clusters at the surface. The cluster growth can be directly observed in STM measurements shown in Fig. 4.15 (b). Ni deposits form 3D clusters with well-defined (111) facets at room temperature. Figure 4.16(a) shows a high resolution image of ~ 0.5 monolayer (ML) equivalent of Ni deposit, where 1 ML is taken as the number of Ni atoms in a Ni(111) plane. The Ni clusters have well defined crystallographic shapes with a clearly defined crystallographic orientation relative to the graphene substrate, similar to observations on other metal supported graphene samples [96]. We do not observe any preferential nucleation of the Ni at step edges but observe alignment of Ni clusters into chains suggesting preferential nucleation at defect sites in the graphene.

Using an approach developed by Hansen et al.[97], the work of adhesion (WoA) of the clusters to graphene can be determined from the measurements of the width of the top facet and the height of the clusters via the following relationship:

\[ W_{adh} = 2\gamma_{111} - \frac{H}{W} \left( -\frac{3}{\sqrt{2}} + \sqrt{3}\gamma_{110} + \sqrt{\frac{5}{2}}\gamma_{100} \right) \]  

(7)

Here \( H \) and \( W \) are the height and width of the clusters and \( \gamma_{111}, \gamma_{110} \) and \( \gamma_{100} \) are the surface free energies of the (111), (110), and (100) facets of the nickel crystal. The values for the surface energies are taken from Ref [98]. The height and width of the top facet are two quantities easily determined from the STM images. The work of adhesion is plotted as a function of cluster width in Fig. 4.17(c). It is apparent that small clusters
exhibit a smaller work of adhesion compared to large clusters. A similar behavior has been reported for metal clusters supported on metal oxides [99, 100]. In the limit for large clusters we find a significant work of adhesion of 3.5 J/m².

**Figure 4.16**: Scanning tunneling microscopy images of (a) Ni deposition at room temperature, showing 3D Ni cluster formation, and (b) several domains of an ordered surface carbide formed after annealing the Ni clusters in (a) to 380 °C for 30 min. The inset in (b) shows a 30x30 nm² STM image of a region that exhibits a coexistence of a carbide and graphene phase on the top-terrace. The monoatomic step edge visible in the image serves as a scale bar to indicate that the graphene and carbide are in the same atomic layer.

Annealing of the deposited Ni clusters causes the transformation of the surface structure. Figure 4.15(d) shows the change of the Auger signal for ~2ML Ni deposited on graphene/Ni(111) after annealing at different temperatures. Inspection of C-KVV peak shape indicates the formation of carbide upon annealing. It shows carbide formation after annealing the sample at 300 °C for 15 min which converts into graphene after annealing to higher temperatures. In STM we observe that annealing of the Ni deposit on graphene causes some coalescence of the Ni clusters but mainly a reduction in the total Ni coverage. This indicates a loss of surface Ni by diffusion into the substrate. Inspection of the surface structure by high resolution STM indicates that the graphene sheet has been
partially destroyed and large areas of a surface-carbide have formed (see Figure 4.16(b)). Ni(111) is known to form a well defined, ordered surface carbide phase that is confined to the topmost atomic layer, that can be easily discriminated in STM images [60]. This carbide is planar, i.e., the graphene and carbide are in the same surface layer.

![Graphene Carbide (a) Ni+Graphene](image)

Figure 4.17: Carbon-KVV Auger line for graphene layer upon Ni deposition. (a) shows the clean graphene film and after room temperature deposition of Ni. The Carbon Auger line shape and intensity changes after annealing at 300 °C for different time intervals. In (b) the experimental line for 1 min annealing is fitted by matching the pure carbide and pure graphene line shape to the experimental data. The best fit is obtained for 55% carbide and 45% graphene character.

To investigate the destabilization of graphene upon Ni deposition further we investigate the evolution of the C-KVV AES at constant temperature with time. Figure 4.17 shows a series of carbon-KVV AES spectra taken at different time intervals after deposition of ~5 ML Ni and annealing of the sample to 300 °C. Analysis of the peak shape allows identification of carbide formation. Mixing of reference spectra for pure surface nickel carbide and pure graphene allows an estimate of the percentage of surface carbide formation. Figure 4.17(b) shows that the C-KVV peak after 1 min annealing
contains 55% carbide and 45% graphene character. For longer annealing times the
surface converts back into graphene and after 15 min there is only graphene present at the
surface.

Experimentally, we observe that annealing of the Ni-deposits to above 200 °C
results in partial conversion of the graphene into carbide followed by reforming of
graphene after annealing either to higher temperatures or at the same temperature but
during long annealing periods. From a thermodynamics standpoint, Ni-clusters on top of
graphene are not energetically favorable, because the pure Ni-surface has a high surface
energy compared to Ni covered by graphene. Therefore, the lowering of the free energy
of the system by transferring of Ni atoms from the clusters on top of graphene to the Ni
substrate provides a driving force for this process. Similar thermodynamic arguments
hold for other metals deposited on Ni supported graphene and the intercalation of
different elements, such as Cu, Au, and Ag deposited on Ni-supported graphene have
been observed in several experiments [79, 81]. Our measurements show carbide
formation as an intermediate state for the Ni-intercalation process. This implies that Ni-
deposits can merge with the substrate via diffusion through a carbide layer. For Ni
deposits, our DFT calculations support the destabilization of the graphene. For other
elements, namely Cu, the DFT results, do not indicate the same destabilization of the
graphene and therefore the intercalation process for Cu may be different from that of Ni.
Consequently there may not exist a universal mechanism of metal intercalation on Ni-
supported graphene. Therefore, the intercalation of metals other than Ni might proceed
through a different mechanism which requires further experimental and theoretical
investigations.
Figure 4.18: CO-thermal desorption studies for determination of carbide formation. (a) shows thermal desorption traces of CO from pure Ni(111), surface carbide, and graphene surface phases. (b) shows CO desorption from a Ni deposit on graphene annealed at 200 °C for different time periods. The change in the desorption traces with annealing period indicate a transition from pure Ni clusters to carbide. The deconvolution of the desorption traces in components due to CO desorbing from Ni and carbide is shown in (c). (d) shows CO desorption from samples annealed for 1 h at different temperatures. The contributions for CO desorbing from a carbide and pure Ni to the total CO desorption trace are shown in (e).
The separation of the graphene and carbide contribution in the carbon KVV AES line is difficult for low carbide concentrations. To detect small amounts of carbide, we developed the CO titration method. In addition to enable detecting smaller amounts of carbide, this method is also only sensitive to the topmost surface layer and thus is even more surface sensitive than AES. Furthermore, it enables to determine if Ni is present in the surface layer as pure Ni or as Ni carbide. The characteristic desorption traces from reference samples for the different surface phases are shown in Figure 4.18(a). Figure 4.18(b) shows a set of TPD spectra taken for 1 ML Ni deposits after annealing at 200 °C for different time periods from 5 to 100 min. Figure 4.18(c) shows TPD spectra for samples annealed for 1 hr at different temperatures. The spectra contain contributions from both CO desorption from pure Ni clusters at the surface as well as from Ni carbide. The contribution from the pure Ni can be subtracted since the desorption-peak maxima for pure Ni and Ni carbide are well separated. The remaining intensity can be assigned to CO desorbing from the surface carbide. This shows that at 200 °C the Ni deposit converts completely into carbide. With increasing annealing time the amount of pure Ni decreases as the amount of carbide increases until after 100 min Ni is only present as carbide at the surface (see Figure 4.18(b)). Measurements at different temperatures (Figure 4.18(c)) show that already at 100 °C some carbide is formed however even after 100 min annealing there is still a significant amount of pure Ni clusters at the surface. Annealing to 200 °C is needed for the surface Ni clusters to disappear; however, carbide is still present at the surface. Annealing to above 400 °C is required to reform a graphene sheet. It is interesting to compare the sensitivity of the CO-TPD method with AES. It is difficult to extract information on the presence of carbide from the AES spectra after annealing a
300 °C for longer than 6 min (see Figure 4.17) while the CO titration experiments still detects the presence of carbide even after 100 min.

Thus we find that a single layer of graphene supported on Ni(111) is stable up to ~ 950 K, but if it is sandwiched between two Ni-layers it becomes unstable and decomposes into a Ni-carbide at low temperatures (500K) already. This allows Ni deposited on top of graphene to diffuse through the carbide layer which subsequently reforms the graphene sheet. Therefore, the formation of the carbide explains the phenomena of metal intercalation on Ni-supported graphene. The (in)stability of graphene also has implications for making electrical contacts to graphene and for potential applications of graphene as spin-filters. We may also use this approach of local modification of metal-supported graphene that converts graphene into carbide as a patterning method. This carbide formed can then be chemically etched together with the metal substrate to obtain a freestanding, patterned graphene sheet.

4.4.4 An extended defect in graphene as a metallic wire

The honeycomb arrangement of atoms in graphene is the favored structure of sp² carbon. Point defects can be introduced through the formation of vacancies or di-vacancies, followed by atomic rearrangements to produce Stone–Wales defects consisting of pentagons and heptagons [101-103]. Hypothetical one-dimensional defect structures embedded in graphene and carbon nanotubes have been suggested from computer modeling [104, 105]. The observation of two-dimensional grain boundaries in highly ordered pyrolytic graphite (HOPG) support the formation of such reconstructed carbon
structures [106]. So far, however, no one-dimensional defect has been experimentally observed in graphene, and no approach has been reported for their controlled formation.

One-dimensional defects can be formed by a translation of two half-lattices relative to one another by a translation vector $1/3(a_1 + a_2)$, where $a_1$ and $a_2$ are the unit cell vectors of graphene, with the resulting dislocation line occurring along the $a_1-a_2$ direction, as shown in Figure 4.19(a). The two domains can be joined at their boundary so that every carbon has threefold coordination, forming a one-dimensional topological defect consisting of a pair of pentagons and one octagon periodically repeated along the dislocation line. In this new structure, all the carbon atoms show C–C bond lengths and angles that are reasonable for $sp^2$ hybridization. Density functional theory (DFT) calculations have been used to verify the stability of the defect structure and provide the fully relaxed geometry shown in Figure 4.19(b).

The energy cost for the formation of extended defects in covalently bonded materials is high. This makes the spontaneous formation of such a one-dimensional defect during the growth of graphene highly unlikely. A new approach for the synthesis of such extended defects is therefore required. The formation of this defect involves two graphene sheets that are precisely translated relative to each other and joined along a common defect line. The small magnitude of the necessary translation vector of less than the unit cell vector requires a scaffold that can hold two growing graphene sheets in registry to each other with atomic precision. Such a scaffold can only be a two-dimensional atomic lattice for which graphene has a close epitaxial relationship, such as Ni(111). Graphene grows on Ni(111) with half of the carbon atoms situated on top of nickel atoms and the other half at threefold hollow sites [72]. Two non-equivalent
Figure 4.19: Structural model and schematic formation of an extended one-dimensional defect in graphene. a–c, Two graphene half-lattices, with unit cell vectors $a_1$ and $a_2$ (dashed arrows), are translated by a fractional unit cell vector $1/3(a_1 + a_2)$, indicated by the vertical vector (solid arrow) (a). The two half-lattices can be joined along the $a_2 - a_2$ direction, indicated by the horizontal vector, without any unsaturated dangling bonds, by restructuring the graphene lattice. The domain boundary can be constructed as shown, by joining two carbon atoms, indicated by the two arrows, along the domain boundary line. This reconstructed domain boundary forms a periodic structure consisting of octagonal and pentagonal carbon rings. The underlying Ni(111) structure illustrates how the extended defect is formed by anchoring two graphene sheets to a Ni(111) substrate at slightly different adsorption sites. If one graphene domain has every second carbon atom located over a fcc-hollow site (red) and the other domain over a hcp-hollow site (blue), then the two domains are translated by $1/3(a_1 + a_2)$ relative to one another. The calculated adsorption energies for these two domains are very similar, but both are lower in energy than a third possible adsorption configuration with all carbon atoms on hollow sites, as shown in c. The DFT relaxed geometry of the defect structure, including bond lengths (in Å) and bond angles, is shown in b.
threefold hollow sites exist on Ni(111), termed fcc (face-centred cubic) and hcp (hexagonal close-packed) sites. The carbon atoms in a graphene sheet on Ni(111) can occupy one of these two sites. A translation of $1/3(a_1 + a_2)$ changes the adsorption geometry of the graphene lattice from fcc to hcp. The growth of two domains with slightly different adsorption geometries on Ni(111) therefore fulfils the necessary conditions for the formation of the extended one-dimensional defect, as shown in Figure 4.19. To assess the possibility of creating the fcc and hcp domains of graphene on Ni(111), the adsorption energy was calculated for the two adsorption geometries. DFT calculations show that the fcc-hollow site is favoured over the hcp-hollow site by only $\approx 12$ meV atom$^{-1}$. This energy difference is small compared with the 100 meV atom$^{-1}$ lower binding energy for graphene with all carbon atoms adsorbed at threefold hollow sites (see Figure 4.19(c)). This suggests that the simultaneous presence of both fcc and hcp configurations is possible for graphene grown on Ni(111).

A systematic search of single-layer graphene samples grown on Ni(111) was carried out using scanning tunnelling microscopy (STM) to identify the formation of the anticipated domain boundaries between the fcc and hcp domains of the graphene. This revealed that, in addition to the fcc and hcp stacking of the graphene/Ni(111), a number of other different orientations of the graphene relative to the nickel substrate could be realized. For example, Figure 4.20(a) shows a Moiré structure for a small domain, indicating a rotation of the graphene layer relative to the Ni(111) substrate. This observation confirms that the adsorption energy between nickel and graphene is relatively weak and, consequently, different adsorption geometries are possible. STM images also revealed areas with ridges that were $\approx 0.5$ Å tall in the graphene layer (see Figure 20(b,c)).
Closer atomic scale examination showed that these ridges separate the sought fcc and hcp domains. Apparently, the local delamination of graphene from the Ni(111) substrate and its slight bulging away from the substrate allows matching of the fcc and hcp graphene/Ni(111) stackings by a continuous sheet of graphene without the formation of the topological defect (see Figure 20(d)).

Figure 4.20: STM images of graphene on Ni(111). (a) Graphene lattice rotated relative to the Ni(111) substrate, showing a Moiré structure and demonstrating the weak adsorption of graphene on Ni(111). (b) Ridge structure separating the fcc and hcp domains of the graphene/Ni(111) interface. (d) Schematic of how the ridge structure in the graphene sheet accommodates the mismatch between the two domains. The red and blue lines indicate the registry of the graphene lattice with the hcp and fcc lattice sites, respectively.
To form extended topological defect lines, as shown in Figure 4.19, both the fractional translation vector and the direction of the dislocation line must be fulfilled simultaneously. In most crystallographic directions there is no low-energy topological defect joining the translated graphene lattices. Therefore, the delamination process is the common means of joining the carbon–carbon bonds and lowering the energy. However, in the special case of the boundary aligned along the (\(a_1-a_2\)) direction of the graphene lattice, a planar periodic defect structure was formed in our experiments, in agreement with the prediction shown in Figure 4.19. The STM image in Figure 4.21(a) shows a transition from the ‘ripple’ domain boundary to an extended topological line defect, thus confirming that both structures are boundaries of the same fcc and hcp domains. A period of twice the unit cell vector of graphene along the defect line has been measured by STM. The atomic locations identified from the STM image (Figure 4.21(b)) indicate that the defect is composed of one octagon and a pair of pentagons. In atomically resolved STM images of graphene on Ni(111), only three atoms, rather than all six atoms, in the honeycomb structure are visible. Such second-atom imaging is expected because of the two different adsorption sites of the carbon atoms on the nickel substrate. If the carbon atoms situated on top of the nickel atoms were imaged in STM, there would be no differences between the STM images of the hcp and fcc domains on either side of the line defect. Instead, we clearly observe the sublattices on the two sides of the defect line translated by \(1/3(a_1 + a_2)\) relative to one another. Therefore, we only image the carbon atoms located over three-fold hollow sites.
Localized electronic states in extended one-dimensional defects have been previously investigated as a potential way of self-doping graphene [8]. In addition, the metallic character of the electronic structure of sp²-hybridized carbon systems due to the presence of 5- and 7-member rings has been shown in ref. 21. The calculated band structure and density of states (DOS) of the newly discovered extended topological defect are shown in Figure 4.22. The DOS shows the characteristic 1/√E singularities at the band extrema, which is considered to be the true signature of a one-dimensional character of the electronic structure, as has been observed for carbon nanotubes and graphene.

Figure 4.21: STM images of extended one-dimensional defects in graphene. (a) Transition from a ridge domain boundary to an extended one-dimensional defect line. (b) Defect structure and superimposed defect model. (c) Line defect with image profile in the direction perpendicular to the wire (inset). The brighter area surrounding the defect originates from the states with wavefunctions localized at the defect, and decays exponentially away from the defect core.
nanoribbons (GNR) [8, 107, 108]. It shows an almost flat band, similar to that of zig-zag-edged GNR. This results in a spike in the DOS at the Fermi level. However, in contrast to zigzag-edged GNR, for which the flat band extends within $2\pi/3 < |k| < \pi$ of the Brillouin zone, the flat band of the one-dimensional topological defect is located in the centre of the Brillouin zone. The electronic states from the band close to the Fermi level produce a local doping in a narrow stripe along the line defect, thus creating a perfect one-dimensional metallic wire embedded in the perfect graphene sheet. The STM images, taken with a bias voltage of 100 mV, probed the local DOS close to the Fermi level. This allowed us to explore the spatial distribution of the wavefunctions associated with the line defect. The STM image shown in Figure 4.21(c) shows the brightest contrast along the defect line. The profile across the defect line (inset of Figure 4.21(c)) shows the decaying contrast away from the defect. The decay length of the contrast variation observed in STM is ~0.8 nm, which is similar in magnitude to that reported for metallic edge states of graphene flakes, thus producing an estimate for the width of the metallic wire [109]. The controlled formation of extended one-dimensional defects in graphene is of great significance for developing graphene-based electronics. Single-layer graphene sheets containing line defects can be detached from the nickel substrate by chemically dissolving the nickel support, and can then be transferred to insulating substrates to perform transport measurements [110]. This opens up the exciting possibility of the fabrication of all-carbon electronic devices with one-dimensional extended defects that can be used as metallic wire interconnects or elements of device structures. Furthermore, the well-defined atomic structure of the nanowire embedded in an atomically perfect graphene sheet can help to address practically one of the challenges of nanoelectronics—
the formation of well controlled contacts at the atomic level. This is urgently needed for the development of molecular electronics and single-molecule sensors [111]. Finally, the octagonal holes within the extended defect structures may also extend the applications of graphene as a membrane material for selective diffusion of atoms or small molecules through otherwise impermeable graphene membranes [112].

**Figure 4.22**: Electronic structure of the extended one-dimensional defect. (a) Band structure, showing a flat band close to the Fermi level in the first half of the Brillouin zone. (b) Density of states of perfect graphene (red) and the one-dimensional extended defect (blue), illustrating the metallic character of the wire. The latter shows $1/\sqrt{E}$ singularities at the band structure extrema, characteristic of truly one-dimensional systems.

### 4.5 Conclusion

We have studied graphene growth on Ni(111) using STM and AES. We found that graphene grows on pure Ni(111) surface in the absence of a carbide at temperatures between 480 °C and 650 °C. Below 480 °C graphene growth competes with formation of
Ni$_2$C surface carbide. This Ni$_2$C phase suppresses nucleation of graphene. Destabilization of the surface carbide by adding Cu to the surface layer facilitates the nucleation and growth of graphene at temperatures below 480 °C. Our atomic level STM studies also show that a Ni-carbide surface phase and graphene can coexist. We show that the carbide phase lies in the same surface layer and the two phases match perfectly at their boundary forming a 2D-coincidence lattice that facilitates the transformation of surface carbide into graphene upon annealing to ~ 900K. Furthermore, the carbide phase imposes the orientation of the graphene layer relative to the Ni(111)-substrate, confirming the importance of the carbide phase in the formation of the graphene layer. These atomic resolved STM studies are the first direct evidence that the graphene sheet is evolving from surface carbide. Similar mechanisms may also be relevant for the growth of carbon nanotubes.

The stability of Ni clusters on graphene/Ni(111) interface is studied by Auger electron spectroscopy (AES), temperature programmed desorption (TPD) of CO-probe molecules and STM. We find that a single layer of graphene supported on Ni(111) is stable up to ~ 950 K, but if it is sandwiched between two Ni-layers it becomes unstable and decomposes into a Ni-carbide at low temperatures (500K) already. This allows Ni deposited on top of graphene to diffuse through the carbide layer which subsequently reforms the graphene sheet. Therefore, the formation of the carbide explains the phenomena of metal intercalation on Ni-supported graphene. The (in)stability of graphene also has implications for making electrical contacts to graphene and for potential applications of graphene as spin-filters.
We have studied the atomic structures of defects produced in graphene using Scanning Tunneling Microscopy (STM). We have discovered for the first time extended line defects in graphene. These 1D structures are the consequence of domain boundaries between graphene-sheets occupying different registry relative to the nickel substrate. Atomic resolution STM showed that the line defect consists of fully sp² hybridized carbon arranged in pentagons and octagons. Density functional theory showed that these defects have a high density of electronic states at the Fermi-level. The wavefunctions of these electronic states at the defect decay exponentially into the graphene lattice causing a local doping in the vicinity of the defect. This self-doping effect gives rise to the brighter contrast of the surrounding of the defect in STM images.
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5. SUMMARY AND OUTLOOK

5.1 Summary

This thesis has focused on characterizing the properties of zinc oxide and nickel/graphene interfaces. Here we briefly summarize our results from previous sections.

5.1.1 ZnO interface

The extreme surface sensitivity of soft x-ray photoemission spectroscopy allowed us a new look on the stabilization mechanisms of the polar ZnO surfaces. The O-1s and Zn-3d core levels exhibit components that can be assigned to bulk and surface ions. No contributions due to plasmon losses are observed in the core-level spectra. For the ZnO (0001)-Zn surface the stabilization mechanism by formation of Zn vacancies is consistent with the observed peaks. Two surface peaks for O-1s are assigned to terrace and step sites. The intensity ratio of these two components is in agreement with 1/4 ML of surface Zn-atoms missing. The identification of these two different sites may enable the study of site directed surface chemistry in the future. Attenuation and/or (chemical) shift of the respective O-1s components will enable identification of adsorption at steps or terrace sites. This approach may also have further utility for other oxide surfaces, e.g., vicinal surfaces that exhibit surface sites with different Madelung energy and thus characteristic shifts in the core levels [1].
For the ZnO (000–1)-O surface we showed that hydrogen is easily adsorbed. In the absence of hydrogen at elevated temperature, the Fermi level is shifted toward the center of the band gap. This results in depletion of charge carriers in the surface region and thus can contribute to the stabilization of the polar surface. Since the charge-carrier concentration i.e., a positive space-charge region is small in these intrinsically n-type doped samples, the shift of the Fermi level alone may not be enough to generate the charge transfer necessary to stabilize the surface. For more highly doped samples the depletion of conduction band electrons may, however, be an effective stabilization mechanism. Such a proposed charge-transfer mechanism may compete with a lowering of the surface energy by adsorption of hydrogen or other adsorbates and thus would enable a tuning of the chemical surface properties.

Soft x-ray photoemission has also been used to investigate the ZnO/ZnS interface [2]. These studies were motivated by the possibility to enhance visible light activity of ZnO and ZnS photocatalysts by formation of interfaces between these two wide band gap materials. Our studies demonstrate that surface functionalization of photoactive materials with a wide band gap material can indeed result in an effective band gap narrowing at the surface. Other surface properties (work function and band bending) may also assist in increasing the photo activity. For large surface area nanomaterials, this surface modification with ZnS will increase the visible light photo absorption. The concurrent formation of hole trapping states at the surface and a space charge region that facilitates charge separation at the surface make this a promising materials system for demonstrating the potential for increasing visible light activity by combining two UV-active photocatalysts. Optimizing the ZnO/ZnS materials system by, e.g., increasing the
strain in the interface layer or formation of multilayer heterostructures, may shift the photoexcitation threshold to even lower energies. Other material systems that combine wide band gap photocatalysts may exist that show similar favorable interface effects. Thus based on our fundamental materials characterization a new paradigm for designing more active photocatalysts, fundamentally different to surface functionalization by narrow band gap materials or bulk doping, is being suggested.

5.1.2 Nickel Graphene interface

We have conducted a comprehensive investigation of graphene growth on Ni(111) substrates and the stability of Ni/graphene interfaces. We showed that a single graphene layer is the thermodynamically preferred carbon-containing surface phase on Ni(111). However, at low carbon concentration a monolayer-thick surface carbide phase may also form on Ni(111). This carbide phase forms rapidly upon hydrocarbon decomposition on Ni(111) surface and covers the entire surface before nucleation of slowly growing graphene. Once the carbide has formed it suppresses graphene nucleation. We demonstrated that the carbide surface phase can be chemically destabilized by alloying the surface with a non-carbide forming metal such as Cu. Such carbide destabilization results in nucleation of graphene and its growth at the surface by carbon segregation from the bulk. Alternatively, the carbide phase can be thermally destabilized by annealing the Ni sample above 480 °C which also causes the unhindered nucleation of graphene. These studies on the nucleation and growth of graphene on transition metal surfaces contribute towards understanding the growth process which are urgently sought for development of effective approaches for growing large area, high quality graphene samples and for tuning its properties by a controlled defect formation.
In order to obtain microscopic and atomic scale information we have studied also graphene growth on Ni(111) using STM. Metal catalysts such as Fe, Co, and Ni are frequently used for the growth of carbon nanotubes and large-scale graphene wafers. The initial atomic-scale growth processes of graphitic carbon on these catalysts are however not well understood. Our atomic level STM studies have shown that a Ni-carbide surface phase and graphene can coexist. We have shown that the carbide phase lies in the same surface layer and the two phases match perfectly at their boundary forming a coincidence structure that facilitates the transformation of surface carbide into graphene upon annealing to ~900K. Furthermore, the carbide phase imposes the orientation of the graphene layer relative to the Ni(111)-substrate, confirming the importance of the carbide phase in the formation of the graphene layer. These atomic resolved STM studies are the first direct evidence that the graphene sheet may evolve from surface carbide.

In addition to the growth studies we also investigated the nickel-graphene interfaces by depositing Ni on graphene/Ni(111) interface [3]. We have shown that Ni deposits on Ni-supported graphene are unstable at temperatures higher than 100 °C. Formation of carbide allows the Ni deposits to diffuse through the surface layer. After all the Ni deposits have merged with the Ni substrate, the graphene sheet is “healed” and a perfect graphene surface is reformed. Thus, adjusting the annealing temperature and time after Ni deposition allows the controlled destruction of graphene and the formation of Ni-carbide surface phase. Both the surface carbide and the graphene have a lower surface energy than pure Ni and therefore the diffusion of the Ni clusters through the surface layer is lowering the system’s free energy. At the atomic scale, recent computational
predictions have shown that certain transition metals can break the C–C bonds in graphene and this must be the initial step in the formation of the surface carbide [4, 5].

In addition to the growth mechanisms and stability of graphene on Ni, I also have studied the atomic structures of defects formed during graphene growth using STM. We have discovered for the first time extended line defects in graphene [6]. These 1D structures are the consequence of domain boundaries between graphene-sheets occupying different registry relative to the nickel substrate. Atomic resolution STM showed that the line defect consists of fully sp\(^2\) hybridized carbon arranged in pentagons and octagons. Density functional theory showed that these defects have a high density of electronic states at the Fermi-level. The wave functions of these electronic states at the defect decay exponentially into the graphene lattice causing a local doping in the vicinity of the defect. This self-doping effect gives rise to the brighter contrast of the surrounding of the defect in STM images and may allow these line defects to behave as atomic scale wires.

5.2 Outlook

Our research on metal graphene interface has focused on three areas mainly:(i) growth of graphene on Ni substrates, (ii) deposition and stability of Ni clusters on graphene/Ni(111) substrate, and (iii) defects produced in graphene during synthesis. These areas offer many possibilities for future research.

All our experiments have been conducted on Ni(111) substrate. It will be interesting to compare graphene growth on polycrystalline Ni film. Polycrystalline Ni thin film can be deposited on various substrates like SiO\(_2\), YSZ etc. Figure 5.1 shows an
large scale STM image of Ni film on YSZ(111) substrate. In this case large Ni domains of different orientation separated by domain boundaries are present. We can investigate how the grain boundaries, domain size and orientation affect the growth and properties of graphene. Using scanning tunneling microscopy and spectroscopy we will be able to study how the periodicity and orientation of grain boundaries in the substrate affects the electronic property of graphene.

![STM image of Ni on YSZ(111) substrate](image.png)

**Figure 5.1**: STM image of Ni on YSZ(111) substrate

Also, my work concentrated on nickel substrates as the catalyst for graphene growth. Other transition metals also have been used as catalyst for graphene growth but they differ widely in their carbon solubility. Graphene may exhibit different growth mechanisms on these metals so study of graphene growth on different catalyst is needed. For example on Ni graphene grows by surface segregation while on Cu it grows by surface adsorption. We can compare graphene growth on Ni, Cu and Ni-Cu alloys. Addition of Cu to Ni surfaces modifies its catalytic properties so we can tune the
reactivity of Ni by controlled addition of Cu. Ni-Cu alloy catalysts have been used for methane decomposition to control properties and yields of the produced hydrogen and filamentous carbon and therefore I expect addition of Cu to Ni-catalysts to strongly affect the growth of graphene.

Carbon supported metal clusters are also predicted to have unique electronic, magnetic and optical properties [7-10]. Studies of metal cluster on graphene offer many possibilities for future projects. We studied growth of Ni clusters on graphene/Ni(111) substrate at RT. Ni(111) is a special case as it has an excellent lattice match with graphene. Our studies of Ni deposition on graphene/Ni(111) shows that Ni forms 3D clusters at RT with no long range order. Growth of Ni clusters at low temperature might be different as the diffusion of adatoms is reduced so systematic study of growth of Ni clusters on graphene/Ni(111) as a function of temperature and coverage will be interesting as it can be considered as a model catalyst system (metal clusters on a substrate).

It will also be interesting to compare growth of Ni clusters on graphene/Ru(0001) and graphene/Ni(111). Graphene interacts strongly with both substrates but has good lattice match with Ni(111) only. The distance between graphene and Ru(0001) is 1.45 Å while that with Ni(111) is 2.1Å. Due to large lattice mismatch with Ru(0001) graphene forms Moiré structures, which can act as a template for growth of metal clusters. It has been shown that some metal clusters can nucleate either at fcc or hcp sites of Moiré patterns and also give rise to ordered superlattices at low temperatures. Cluster formation depends on metal–carbon bond strength and metal cohesive energies so Ni clusters might
behave differently at on Ru(0001) substrate. Also from the size distribution of the metal clusters we can compare the work of adhesion of the clusters, which will give an estimate if the metallic substrate plays a role in the formation of clusters.

Freestanding graphene at the Fermi level $E_F$ has zero density of states (like a semiconductor) and zero band gap (like a metal). To make electronic devices with graphene it is crucial to modify the electronic structure by inducing a band gap between the $\pi$ and $\pi^*$ bands, which will control the transport of electrical charges through the graphene sheet. One way to open a bandgap in graphene is by constraining graphene in very narrow nanoribbons with well-defined edges. The edge states depending on their shape (zigzag and armchair) modify the local electronic structure of graphene. One possible method of producing graphene nanoribbons is local destruction of graphene by Ni adsorption on graphene Moiré structure.

Our studies have shown that Ni clusters on graphene/Ni(111) substrate are not very stable and on annealing to ~500K it forms nickel carbide [3]. It will be interesting to see if we observe the same effect on graphene/Ru(0001) substrate. Local variations of the interactions may give rise to an ordered carbide superlattice. Chemical etching of this superlattice at the nanometer scale would enable to transfer this pattern to a free-standing graphene sheet and thus enable us to prepare graphene with a high density of ‘edge sites’. This would be an alternative to the preparation of graphene nano-ribbons for tuning the electronic properties of graphene.
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APPENDICES
Appendix 1: Flowchart of TPD program

**Initialize Input Parameters**
- Initial Current (I)
- Heating Rate (dT/dt)
- Masses (Mi, i=1, 2, …, 10)

↓

Measure Temperature (T)
Measure QMS Intensity (I(T)) for each Mi

↓

Start Heating

↓

Measure Temperature (T) per 0.5 s
Measure QMS Intensity (I(T)) for each Mi

Plot data (I(T) vs T) on chart

↓

Is Rate (dT/dt) < 1
- Yes → Increase Current
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Is Rate (dT/dt) > 1
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↓
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